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Abstract

At many teaching hospitals, it is common practice for on-call

radiology residents to interpret radiology examinations; such

reports are later reviewed and revised by an attending

physician before being used for any decision making.

In case there are substantial problems in the resident’s

initial report, the resident is called and the problems

are reviewed to prevent similar future reporting errors.

However, due to the large volume of reports produced,

attending physicians rarely discuss the problems side by

side with residents, thus missing an educational opportunity.

In this work, we introduce a pipeline to discriminate

between reports with significant discrepancies and those

with non-significant discrepancies. The former contain

severe errors or mis-interpretations, thus representing a great

learning opportunity for the resident; the latter presents

only minor differences (often stylistic) and have a minor

role in the education of a resident. By discriminating

between the two, the proposed system could flag those

reports that an attending radiology should definitely review

with residents under their supervision. We evaluated our

approach on 350 manually annotated radiology reports

sampled from a collection of tens of thousands. The

proposed classifier achieves an Area Under the Curve (AUC)

of 0.837, which represent a 14% improvement over the

baselines. Furthermore, the classifier reduces the False

Negative Rate (FNR) by 52%, a desirable performance

metric for any recall-oriented task such as the one studied

in this work.

1 Introduction

A key aspect of the education of resident radiologists
is the development of the necessary skills to interpret
radiology examinations and report their findings.
Reports are later examined by an experienced attending
physician, who revises eventual interpretation errors
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or minor mistakes. In case the attending performs
substantial edits to the report, we say that significant
discrepancies exist between the initial and the
revised report. These discrepancies are due to
potential erroneous image interpretation of the resident.
Prevention of such errors is essential to the education
of the radiology residents as well as the patient care.
On the other hand, if a report has been edited to
only address minor errors or style issues, we say
that non-significant discrepancies exists. In Figure 1,
examples of significant and non-significant discrepancies
are shown (each example is a small section of a much
longer report).

Researchers have studied the frequency of
discrepancies in radiology reports [28, 24], as well
as their impact on resident learning and patient care
[23]. Moreover, recent studies have also determined
that residents produce less reports that need to be
significantly edited by attending radiologists as their
experience increase [9].

The large volume of radiology reports generated
each day makes manual surveillance challenging; thus,
in recent years, systems to identify reports that have
major discrepancies have been introduced. Sharpe,
et al. [25] proposed an interactive dashboard that
highlights the differences between reports written by
residents alongside the version edited by attending
radiologists. Kalaria and Filice [11] used the number
of words differing between the preliminary and final
report to measure the significance of the discrepancies.
However, deviation detected using this measure does
not fully capture the difference between reports with
significant discrepancies and non-significant ones, as
dissimilarities in the writing styles between residents
and attending radiologists can also cause differences in
word counts.

We propose an accurate and effective two-stage
pipeline to distinguish between significant and
non-significant discrepancies in radiology reports. In
other words, given a set of preliminary radiology reports
with the respective final reports, we identify those with
significant discrepancies. The first stage of our pipeline
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 Significant discrepancies Non-significant discrepancy 
Preliminary 

report  
(resident 

radiologist) 

“No acute hemorrhage. No extra-axial fluid 
collections. The differentiation of gray and 
white matter is normal.” 

“Postsurgical changes related to right 
thoracotomy with surgical packing material and 
hemorrhagic blood products in the right lower 
chest.”  

Final report 
(attending 

radiologist) 

“Subtle hypodensities in the inferolateral left 
frontal lobe and anterolateral left temporal 
lobe likely represent acute cortical 
contusions. No acute hemorrhage. No extra-
axial fluid collections. Small area of 
encephalomalacia in the right parietal 
lobe.” 

“Postsurgical changes related to right 
thoracotomy with surgical packing material and 
large amount of hemorrhagic blood products in 
the right lower chest.” 

 
Figure 1: Example of significant and non-significant discrepancies between reports. The stroked-through text has
been removed from the preliminary report by the attending radiologist, while the underlined sections have been
added.

employs an ontology of radiology terms and expressions
to identify reports with no significant differences. The
remaining reports are then separated by a Support
Vector Machine (SVM) classifier. We evaluate the
impact of a diverse set of textual, statistical, and
assessment score features on the performance of the
second-stage classifier. Some of these features have
been previously used to assess the quality of the
text summarization and machine translation systems.
Results illustrate significant improvement over the
baseline (up to +14.6% AUC, -52% FNR) and show
the effectiveness of the proposed approach. Our focus
on false negative rate is motivated by the fact that each
missed significant discrepancy is a missed opportunity
to educate a resident about a significant error in
interpreting an examination.

To summarize, the main contributions of this work
are as follows:

• We introduce an approach for automatically
classifying the type of discrepancies between
preliminary and final radiology reports.

• We explore the use of summarization and
machine translation evaluation metrics as features
identifying reports with significant discrepancies.

• We provide extensive evaluation of different aspects
of the proposed pipeline.

2 Related Works

A related–yet ultimately different–problem to the one
studied in this paper is the classification of radiology
reports based on their content. In this task, which
falls under the text classification domain, the goal

is to classify radiology reports into a discrete set of
predefined categories. For example, Nguyen and Patrick
[19] aimed at grouping radiology reports into cancerous
or non-cancerous cases using an SVM. Chapman, et
al. [4] presented a system for detecting reports
with mediastinal findings associated with inhalational
anthrax. Percha, et al. [21] classified reports by breast
tissue decomposition using a rule based classification
scheme. Johnson, et al. [10] proposed a hybrid
approach that combines rules with SVM to classify
radiology reports with respect to their findings. Bath,
et al. [3] introduced a classifier to determine the
appropriate radiology protocol among those available
for each disease. Their semi-supervised system takes
advantage of the UMLS1 ontology.

Researchers have also proposed methods for
quantifying or comparing the quality of text in various
domains. For example, Louis and Nenkova [15]
introduced a model for classifying sentences in news
articles into general/specific depending on the level
of the information carried by each sentence. Their
classifier uses word, syntax, and language modeling
features. Feng, et al. [7] explored a range of text
features such as discourse properties, language modeling
features, part-of-speech-based features, and syntactic
features to quantify text complexity. Zeng-Treitler, et
al. [29] proposed a system to grade the readability
of health content; their tool employs lexical, syntactic,
semantic and stylistic characteristics to accomplish such
goal. Ashok, et al. [2] proposed an SVM classifier
based on part of speech and lexical distributions,
sentiment features, and grammatical properties to
predict the success of novels. Lastly, Louise and
Nenkova [16] proposed a model for predicting the
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appropriate length for a textual content in response to
a specific information need.

Another line of related work is detecting plagiarism;
systems designed for such task are concerned with
determining if a given document was plagiarized
from another source. To do so, current approaches
in literature attempt to capture the significance of
differences between a suspicious text and a source
document (e.g., [1, 22, 27]). Most of the previous
efforts in plagiarism detection are centered on the
retrieval aspect to find the original source of plagiarized
content; thus, they focus on information and passage
retrieval. Our problem differs from plagiarism detection
in that our system takes as input a a candidate-source
pair (preliminary and final reports) and attempts at
classifying the significance of differences between them;
instead, in plagiarism detection, the goal is the retrieval
of source document.

3 Methodology

We propose a two stage pipeline for classification of
type of discrepancies in radiology reports based on
their significance. The overview of our approach is
shown in Figure 2. In first stage, we utilize a heuristic
based on domain ontology to identify non-significant
discrepancies. In next stage, reports that are labeled as
significant by the heuristic are processed by a classifier
that exploits a variety of textual features. Specifically,
we adapt features that are originally used to evaluate
text summarization and machine translation systems
to our problem. The following sections provide details
about each one of these two stages.

3.1 Stage 1: Domain ontology. We first link
the significance of the discrepancies to the differences
between the domain specific concepts in the reports.
To extract domain specific concepts, we use RadLex1,
which is a comprehensive ontology of radiology terms
and expressions with about 68K entries.

The domain specific concepts between the
preliminary report and the final report are then
compared. There might be cases in which there
are no difference between the concepts of radiology
reports but in one report some concepts are negated.
As an example, consider these two sentences: “ ...
hypodensities in the inferolateral left frontal lobe ...”
and “... no hypodensity in the inferolateral left frontal
lobe ...”. Although the radiology concepts are identical,
the negation might indicate significant discrepancy.
Therefore, we also consider the negations in which the
RadLex concepts appear to prevent false classification.

1https://www.nlm.nih.gov/research/umls/
1http://www.rsna.org/radlex.aspx

To detect negations, we use the dependency parse
tree of the sentences and a set of seed negation words
(not and no). That is, we mark a radiology concept
as negated if these seed words are dependent on the
concept. If the RadLex concepts of the reports are
identical and the negations are consistent, we classify
the type of changes as non-significant. We call this
stage, the RadLex heuristic (As indicated in Figure 2).
A more comprehensive negation detection algorithm
(NeGex [5]) was also evaluated; however, its results did
not show any significant improvement.

The RadLex heuristic highly correlates with human
judgments in identifying non-significant changes, as
shown in Section 4.2. However, this simple heuristic is
not accurate for detecting the significant discrepancies.
In other words, if RadLex terms or their associated
negations are not consistent, one can not necessarily
classify the report as significant.

3.2 Stage 2: Classification using textual
features. In this section, we detail a binary classifier
designed to address the shortcoming of the RadLex
heuristic, we propose a binary classifier. The classifier
uses diverse sets of textual features that aim to capture
significance of discrepancies in radiology reports. The
features that we use include surface textual features,
summarization evaluation metrics, machine translation
evaluation metrics, and readability assessment scores.
We briefly explain each of these feature sets and provide
the intuition behind each one of them.

3.2.1 Surface Textual Features. Previous work
used word count discrepancy as a measure for
quantifying the differences between preliminary and
final radiology reports [11]. We use an improved version
of the aforementioned method as one of the baselines.
That is, in addition to the word count differences,
we also consider the character and sentence differences
between the two reports as an indicator of significance
of changes.

3.2.2 Summarization evaluation features.
Rouge1 [14], one of the most widely used set of metrics
in summarization evaluation, estimates the quality of
a system generated summary by comparing it to a
set of human generated summaries. Rouge has been
proposed as an alternative to manual evaluation of
the quality of system generated summaries which can
be a long and exhausting process. Rather than using
Rouge as evaluation metric, we exploit it as a feature
for comparing the quality of the preliminary radiology
report with respect to the final report. Higher Rouge
scores indicate that the discrepancies between the
preliminary and the final reports are less significant.
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Radiology Report Radlex heuristic

Non-sig.

Classifier Sig.

Identical

Different

Figure 2: Overview of the proposed approach. The radiology reports are first classified by the Radlex heuristic.
If there is no Radlex difference between a preliminary and the associated final report, the case is classified as
non-significant discrepancy (Non-sig in the figure). Otherwise the case is sent to the a binary classifier for further
analysis. The classifier which works based on several textual features, classifies the reports as having either
significant (Sig. in the figure) or non-significant discrepancies

We utilize the following variants of Rouge:

Rouge-N: In our setting, Rouge-N is the N-gram
precision and recall between the preliminary and final
report, where N is the gram length (e.g., N=1 indicates
a single term, N=2 a word bigram, and so on.) We
consider Rouge-1 to Rouge-4.

Rouge-L: This metric compares the two reports
based on the Longest Common Subsequence (LCS).
Intuitively, longer LCS between the preliminary and the
final report shows that the quality of the two reports
are closer and therefore differences between the two are
less significant.

Rouge-S: Rouge-S computes the skip-bigram
co-occurrence statistics between the two reports. It
is similar to Rouge-2 except that it allows gaps
between the bigrams. Skip-grams are used in different
NLP application; they consider additional n-grams
by skipping middle tokens. Applying skip-bigrams
without any threshold on the distance between tokens
often results in incorrect matches (e.g. we do not want
to consider all “the the” skip-bigrams in a sentence
with multiple “the” expressions). To prevent this, we
limit the maximum allowed distance to 10.

3.2.3 Machine translation evaluation features.
The Machine Translation (MT) evaluation metrics
quantify the quality of a system-generated translation
against a given set of reference or gold translations.
We consider the final report as the reference and
evaluate the quality of the preliminary report with
respect to it. Higher scores indicate a better quality of
the preliminary report, showing that the discrepancies
between the preliminary and final versions are less

1Recall-Oriented Understudy for Gisting Evaluation

significant. In detail, we use the following MT metrics:
Bleu [20], Word Error Rate and Meteor [6].

Bleu (Bi-Lingual Evaluation Understudy): In our
setting, Bleu is an n-gram based comparison metric
for evaluating the quality of a candidate translation
with respect to several reference translations. It
is conceptually similar to Rouge-N, except being
precision-oriented. Specifically, Bleu combines a
modified n-gram-based precision and a so-called
“Brevity Penalty” (BP), which penalizes short
sentences with respect to the reference. Here, we use
the Bleu score of the preliminary report with respect
to the final report as a feature that indicates the quality
of the preliminary report.

Word Error Rate (WER): WER is another commonly
used metric for the evaluation of machine translation
[26]. It is based on the minimum edit distance between
the words of a candidate translation versus reference
translations; we consider WER as the following
formula:

WER
def
= (100 × (S + I +D)/N)

where N is the total number of words in the preliminary
report; S, I, and D are the number of Substitutions,
Insertions, and Deletions made to the preliminary
report to yield the final report.

Metric for Evaluation of Translation with Explicit
word Ordering (Meteor): Meteor is a metric
for evaluation of machine translation that aligns the
translations to the references. Here, we want to find
the best alignment between the preliminary report and
the final report. In addition to exact matches between
terms, Meteor also accounts for synonyms and
paraphrase matches between the words and sentences
which are not captured by previous features such as
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RadLex A B

non-significant
RadLex 1.0 0.964 0.942

A 0.964 1.0 0.906
B 0.942 0.906 1.0

count=139 Fleiss κ = 0.880

significant
RadLex 1.0 0.557 0.492

A 0.557 1.0 0.934
B 0.492 0.934 1.0

count=61 Fleiss κ = 0.468

Table 1: Agreement rate between the RadLex heuristic
and two annotators A and B. Agreement for significant
and non-significant reports are separately presented.
Both raw agreement rates as well as Fleiss κ between
the annotators and the RadLex heuristic are shown.

Rouge. We use both the WordNet [18] synonyms
and RadLex ontology synonyms for calculation of the
Meteor score.

3.3 Readability assessment features. To
quantify complexity of textual content and the style
of the reports, we use readability assessment features.
Here, “style” refers to reporting style of the radiology
reports, such as lexical and syntactic properties.
In detail, we use the Automated Readability Index
(ARI) [12] and the Simple Measure Of Gobbledygook
(SMOG) index [17]. These two metrics are based on
distributional features such as the average number of
syllables per word, the number of words per sentence,
or binned word frequencies. In addition to these
statistics, we also consider average phrase counts
(noun, verb and propositional phrases) among the
features.

4 Empirical Results

4.1 Experimental setup We use a collection of
radiology reports with discrepancies obtained from a
large urban hospital for evaluation. These reports
contain two main textual sections: findings, which
contains the full interpretation of the radiology
examination, and impression, which is a concise section
that highlights important aspects of the report. We use
both sections for evaluation of our proposed pipeline.
We use 10 fold cross validation for evaluating the
proposed classification scheme.

4.2 Classification using RadLex ontology. As
explained in Section 3, we first classify the reports
using the RadLex ontology and the negation differences
between the preliminary and final versions of the report.
We ran this method on 200 randomly sampled reports
from the dataset; two annotators were asked to label
the reports based on significance of discrepancies. The

Baselines F-1 FNR AUC ACC

Sf (Improved v. of [11]) 0.650 0.329 0.642 0.633
RL 0.690 0.355 0.746 0.707
Sf+RL 0.694 0.329 0.730 0.700

Our methods F-1 FNR AUC ACC

Rd 0.568 0.421 0.594 0.553
BL 0.709 0.184* 0.757 0.660
M 0.604 0.368 0.627 0.580
Rg 0.767* 0.197* 0.838* 0.753*
Rg+BL 0.739* 0.237* 0.831* 0.727*
Rg+M 0.775* 0.184* 0.847* 0.760*
Rg+WER 0.702 0.211* 0.746 0.660
Rg+BL+M 0.780* 0.184* 0.843* 0.767*
Rg+BL+M+RL 0.769* 0.211* 0.841* 0.760*
Rg+BL+M+RL+Rd 0.797* 0.171* 0.837* 0.787*

Table 2: F-1 score (F1) and False Negative Rate (FNR)
for significant reports as well as overall Area Under the
Curver (AUC) and Accuracy (ACC) based on different
set of features. The top part of the table shows the
baselines and the bottom part shows our proposed
features. Sf: Surface features – character, word
and sentence differences; RL: RadLex concepts and
their associated negation differences; Rd: Readability
features; M: Meteor; BL: Bleu. Rg: Rouge.
Asterisk (*) shows statistically significant improvement
over all baselines (two-tailed student t-test, p < 0.05).

annotators were allowed to label a case as “not-sure” if
they could not confidently assign a label for the report.
The agreement rates between the annotators and the
RadLex heuristic is shown in Table 1. As illustrated,
RadLex heuristic is highly correlated with human
judgments and the Fleiss κ for non-significant reports is
above 0.8, which can be interpreted as perfect agreement
[13, 8]. However, the simple RadLex heuristic’s
performance for the reports that it labels as significant is
low. Thus, we conclude that RadLex concept differences
between the reports do not necessarily mean that the
changes between them is significant. As we show in
next section, the proposed classification scheme with
the textual features can solve this problem for reports
with RadLex differences.

4.3 Classification by textual features. To
evaluate our proposed classification approach, a
radiologist manually identified types of discrepancies of
150 randomly sampled radiology reports that include
RadLex concept differences.

4.3.1 Feature analysis. Table 2 shows the cross
validated classification results using the set of features
described in Section 3. We use an SVM classifier
with linear kernel. We report F-1 score and false
negative rates for significant reports, and the overall
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(a) Comparison of the proposed pipeline with the baselines (b) Comparison of individual features.

Figure 3: ROC curves

area under the curve and accuracy. We consider
the following baselines: (i) Surface textual features
including character, word and sentence differences
between the reports (Indicated as “Sf” in the table).
(ii) RadLex concepts and associated negation differences
(Indicated as “RL”). (iii) Surface textual features
along with RadLex concepts and negation differences
(RL+Sf). Results based on different sets of features
are presented. We experimented with all possible
combinations of features; for the sake of brevity, we only
report combination of features of significance.

We observe that majority of the proposed features
outperform the baseline significantly. One feature set
performing worse than the baseline is the readability
features. As described in Section 3.3, readability
features mostly capture the differences between the
reporting styles, as well as the readability of the written
text. However, the reporting style and readability of the
preliminary and final report might be similar although
their content differs. For example, some important
radiology concepts relating to a certain interpretation
might be contradictory in the preliminary and final
report while they both follow the same style. Thus,
the readability features on their own are not able to
capture significant discrepancies. However, when used
with other features such as Rouge, they are able to
capture style differences that are not realized by other
features especially in insignificant change category. This
causes the performance of combined metrics to increase.

Rouge features are able to significantly improve
over the baseline. When we add Meteor features,

we observe a further improvement over Rouge alone.
This is likely due to the fact that Meteor considers
synonyms in aligning the sentences as well, which is not
captured by Rouge. However, we note that Meteor
by itself underperforms the baseline. We attribute
this to the concept drift that may have been caused
by consideration of synonyms in Meteor as observed
in high FNR of Meteor. The highest scores are
achieved when we combine Meteor, Rouge, Bleu,
RadLex and readability features. We attribute the
high performance of this setting to different aspects of
reporting discrepancies captured by each of the features.
ROC curve differences between our best performing
features and the baseline (Figure 3a) further shows
the effectiveness of our approach. Individual effects of
features in terms of ROC curves are also compared in
Figure 3b. As shown, Rouge features are the most
informative for identifying significant discrepancies.

4.3.2 Sections of the report. We evaluated which
sections of the radiology report have more influence
on the final significance of the discrepancies. As
explained in Section 4.1, the reports have two main
sections: findings and impression. As shown in table
3, impression section features have higher F-1 scores
(+6.68%), lower false negative rates (-31.8%) and
higher accuracy (+4.5%) than findings section. This
is expected, since impression contains key points of the
report. However, the best results are achieved when
both sections are considered, thus indicating that the
findings section contains valuable information that are
not present in the impression.
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Sections F-1 FNR AUC ACC
Impression 0.772 0.197 0.821 0.760
Findings 0.725 0.289 0.817 0.727

All 0.797 0.171 0.837 0.787

Table 3: Comparison of the results based on features
extracted from different sections of the reports.

4.4 Error Analysis. We examined the cases that
our approach incorrectly classified. First, many
of the false positive cases (i.e., reports that were
incorrectly flagged as having significant discrepancies)
were due to unnecessarily long length of preliminary
reports. We saw that in many cases, the preliminary
report, especially in impression section, contains extra
information that is later removed by the attending
editor. In these cases, when almost half of the
preliminary report is removed in the final version,
our classification scheme fails to classify them as
insignificant. According to the domain expert
annotator, however, those removed sections do not
convey any critical information. Since our features are
mostly considering lexical overlaps between the reports,
they fail to capture these special cases.

Second, we noticed that some of the false negative
cases were due to only slight changes between the two
reports. An example is illustrated below which shows a
snippet from the preliminary and the final reports:

• preliminary report: “Worsening airspace
disease at the left base represents aspiration.”

• final report “Worsening airspace disease at the
left base could represent aspiration.”

This small change in the report is interpreted as
a significant discrepancy between the two reports by
the domain expert. Since there is only a slight change
between the two reports and the term could is not a
domain specific term, our features fail to detect this
case as significant. In this special case, the term could
changes a specific interpretation from a definite fact
to a possibility, thus can be considered as significant
discrepancy.

Although the proposed approach misclassifies these
cases, such discrepancies are very rare. In future work,
we will focus on designing features that can capture
significance of discrepancies in such cases.

5 Conclusions and future work

Identifying significance of discrepancies in radiology
reports is essential for education of radiology residents
and patient care. We proposed a two-stage pipeline
to distinguish between significant and non-significant
discrepancies in radiology reports. In the first stage

we adopted a heuristic based on the RadLex domain
ontology and negations in radiology narratives. In
the second stage, we proposed a classifier based on
several features including summarization and machine
translation evaluation, and text readability features
for classification of the reports. We validated our
approach using a real world dataset obtained from a
large urban hospital. We showed the effectiveness of our
proposed pipeline which gains statistically significant
improvement (+14.6% AUC, -52% FNR) over the
several baselines. A provisional patent based on the
proposed approach has been filed at United States
Patent and Trademark Office (application number
62280883).

We only focused on the binary classification
of changes into two categories: significant and
non-significant. Future work will be concerned with
exploring the problem of categorizing changes into
multiple levels of significance.

Error analysis revealed some rare cases that our
features are not designed to capture. Such cases are
mostly due to either very small textual differences
between the reports that imply significant discrepancy
or huge textual differences that do not reflect any
significant discrepancies. One natural extension is
to design features that can capture such cases. For
example, one can consider differences between modality
of the reports.

An important goal in detecting significant
discrepancies is to prevent future similar problems.
One intuitive direction to follow would be clustering
discrepancies based on certain textual descriptors.
Thus, finding common problems in the collection of
initial reports can further promote patient care and
resident education.
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