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ABSTRACT 

With the ever-increasing number of documents on the web, digital 

libraries, news sources, etc., the need of a text classifier that can 

classify massive amount of data is becoming more critical and 

difficult. The major problem in text classification is the high 

dimensionality of feature space. The Support Vector Machine 

(SVM) classifier is shown to perform consistently better than other 

text classification algorithms. However, the time taken for training 

a SVM model is more than other algorithms. We explore the use 

of the Ambiguity Measure (AM) feature selection method that uses 

only the most unambiguous keywords to predict the category of a 

document. Our analysis shows that AM reduces the training time 

by more than 50% than the scenario when no feature selection is 

used, while maintaining the accuracy of the text classifier 

equivalent to or better than using the whole feature set.  We 

empirically show the effectiveness of our approach in 

outperforming seven different feature selection methods using two 

standard benchmark datasets.  
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1. INTRODUCTION 
Text classification involves scanning through the text documents, 

and assigning categories to documents to reflect their content. A 

supervised learning algorithm induces decision rules that are used 

to categorize documents to different categories by learning from a 

set of training examples. One of the problems in text classification 

is high dimensionality of the feature space. Some features are 

commonly used terms, not specific to any category. These features 

may hurt the accuracy of the classifier. Moreover, the time 

required for induction increases as the number of features 

increases. That is, irrelevant features lead to an increase in 

training time. 

Feature selection methods are used to achieve two objectives: to 

reduce the size of the feature set to optimize the classification 

efficiency; and to reduce noise found in the data to optimize the 

classification effectiveness [11]. Feature selection methods are 

used as a preprocessing step in the learning process. The selected 

features from the training set are then used to classify new 

incoming documents. Among the well-known feature selection 

methods are information gain, expected cross entropy, the weight 

of evidence of text, odds ratio, term frequency, mutual 

information and CHI. 

The Ambiguity Measure (AM) feature selection method is shown 

to perform better than the state of art feature selection algorithms 

on statistical classifiers [9]. The Ambiguity measure algorithm 

selects the most unambiguous features, where unambiguous 

features are those features whose presence in a document indicate 

a high degree of confidence that the document belongs to one 

specific category.   

One of the widely used text classification algorithms is Support 

Vector Machines (SVM) [3][4][5][16]. Prior work [5] indicates 

that SVM performs consistently better than Naïve Bayes, kNN, 

C4.5 and Rocchio text classifiers. However, one of the limitations 

of SVM is its time complexity. [16] shows that SVM has a higher 

time complexity for training a model than other text classification 

algorithms. To overcome this limitation of SVM, feature selection 

methods are used as a preprocessing step before training SVM 

[12][13][14]. Many well-known feature selection algorithms are 

used on SVM to improve the accuracy and efficiency of SVM. We 

explore the effects of the AM feature selection method when 

applied on SVM and evaluate its performance in comparison to the 

published state of the art feature selection algorithms on SVM.  

We use the AM feature selection method as a pre-processing step 

for the Support Vector Machine classifier. The features whose AM 

are below a given threshold, i.e., more ambiguous terms, are 

purged while the features whose AM values are above a given 

threshold are used for the SVM learning phase. We compare AM 

with the other feature selection algorithms on two different 

standard benchmark datasets and show that AM performs 

statistically significantly better than seven published state of the 

art feature selection methods, reported in [13][14], with 99% 

confidence. We also empherically show that we can reduce the 
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training time by more than 50% than the scenario when no feature 

selection is used, while maintaining the accuracy of the classifier. 

2. PRIOR WORK 
To show the effectiveness of our feature selection algorithm, we 

compare our approach with the existing feature selection methods 

listed in Table 1. 

The description of these feature selection methods is given in 

[2][13][15][17], thus we forgo their mathematical justification 

and provide a brief explanation on the differences. The feature 

selection methods like odds ratio, information gain and CHI use 

the knowledge about the presence of the terms in the relevant 

categories (
ic ) as well as in the non-relevant categories (

ic ). In 

our approach, AM feature selection method only uses the 

knowledge about the presence of the terms in the relevant 

categories to calculate how confidently a keyword points to a 

given category. Our objective is to choose only the features that 

confidently point to only one category.  

In the Improved Gini Index and cross entropy methods, the 

probabilities of a term with respect to all categories are 

considered. Thus, if the term tk appears many times in the 

documents of category ci, or if tk appears in every document of 

category ci, tk is assigned a higher weight. In a situation where tk 

appears in both the categories c1 and c2 an equal number of times, 

and moreover, it appears in every document of the both 

categories, then tk is assigned a lower weight. In this case tk is 

ambiguous, as it does not point to a single category. Our proposed 

AM feature selection avoids such situation and assigns a lower 

weight to such features. 

For tfidf method, tf refers to term frequency with respect to a 

given category and idf indicates the ratio of documents in the 

collection that have a given term. In the tficf method, icf indicates 

the ratio of categories that have a given term. Some terms may 

appear only in one category for a small number of times. 

Although these terms appear in only a single category or 

document, they are purged during the feature selection process if 

Table 1. Different feature selection algorithms 

Method Formula Ref. 

Odds Ratio 
)|()].|(1[

)]|(1).[|(
)(

ikik

ikik
ik

ctPctP

ctPctP
ctOR

 
[17] 

Tficf 
)(

||
log*),(),(

k

ikik
tcf

C
ctTFcttficf  

[2] 

Tfidf 
)(

||
log*),(),(

k

ikik
tdf

D
dtTFdttfidf  

[2] 

Improved 

Gini Index 

22 )|(.)|()( kiikk tCPCtPtGini  [13] 

Info. Gain 
},{ },{

2
)()(

),(
log),(),(

ii kkccc ttt

ik
cPtP

ctP
ctPctIG

 
[15] 

Cross 

Entropy 

(CE) 

m

i i

ki
kikk

CP

tCP
tCPtPtCE

)(

)|(
log)|()()( 2

 
[13] 

CHI 
)().().().(

),().,(),().,([
),(

iikk

ikikikik
ik

cPcPtPtP

ctPctPctPctPN
ctCHI

 
[15]  

they have a low term frequency. Furthermore, some terms 

frequently appear in a few categories or documents (i.e., a high icf 

or idf) with a similar distribution of occurrence in all categories. 

Such terms are ambiguous, as they do not point strongly to only a 

single category. However, as the term frequency of such terms is 

high, these terms may be selected as good features. The AM 

feature selection method avoids such situations by only 

considering the ratio between the numbers of occurrences of a 

term in a given category to the total number of occurrences of the 

term in training set. Thus, both these situations are avoided. 

3. METHODOLOGY 
Initially, we describe the intuitive motivation behind our approach 

and then provide a formal definition of our method. We consider 

the human perception of identifying the topic of a document by a 

glance at the document and capturing the keywords. Normally one 

bases his/her decision about the topic of a document based on the 

most unambiguous words that the eye captures. We explain this 

using a hypothetical example. Consider the short paragraph 

(below) that is extracted from www.wikipedia.com [6].  

“Metallica is a Grammy Award-winning American heavy 

metal/thrash metal band formed in 1981 and has become one of 

the most commercially successful musical acts of recent decades. 

They are considered one of the "Big Four" pioneers of thrash 

metal, along with Anthrax, Slayer, and Mega-death. Metallica 

has sold more than 90 million records worldwide, including 57 

million albums in the United States alone.” 

The paragraph seems to be about “Music”. Our human perception 

is based on our knowledge of the domain or what we hear daily on 

various subjects. Thus, if one is familiar with the famous rock 

metal band “Metallica”, then without reading the text, one can 

confidently claim that the text belongs to Music rather than 

Medicine or Sports. Thus, if a feature points to only one category, 

then we assign a higher ambiguity measure to such a feature and if 

a feature is vague and does not point to any given category in 

particular, then we assign a lower ambiguity measure to such a 

feature. 

Formally, Ambiguity measure (AM) is defined as the probability 

that a term falls into a particular category and is calculated using 

the following formula.  The closer the AM value is to 1 then the 

term is considered less ambiguous.  Conversely, if AM is closer to 

0, the term is considered more ambiguous with respect to a given 

category. The formula for calculating AM is given as follows. 
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Where tf(t,c) is the term frequency of a term t in category c and 

tf(t) is the term frequency of a term t in the entire collection. 

The result of the calculation of Ambiguity measure (AM) for the 

feature “Metallica” is given in Table 2, indicating Music category 

for the term. The AM value for the feature “Metallica” is 0.99, 

which indicates that the feature “Metallica” is an unambiguous 

feature and should be kept and not filtered. The feature “Anthrax” 

is related to the Medicine category with an AM value of 0.80. 

“Anthrax” is also the name of a famous music band in 1980s. 

Hence, it also appears in the category Music. Thus, the ambiguity 

measure of “Anthrax” is less than “Metallica”.  In some cases the 



ambiguity measure of some features is low as they appear 

consistently in different categories. Example of such is the term 

“Records”, which may appear in all different categories. Thus, the 

AM value of such term is low (0.33) and it is desirable to filter out 

such features. This reduction in dimensionality of the feature set 

increases the accuracy by avoiding the terms that have lower AM 

values. We empirically determine a threshold and filter out all the 

features whose AM measure is below that given threshold.  

Table 2. Ambiguity Measure (AM) example 

Term Metallica Anthrax Records 

Category Count AM Count AM Count AM 

Medicine 0 0 800 0.80 150 0.15 

Music 990 0.99 150 0.15 240 0.24 

Sports 10 0.01 00 0.00 330 0.33 

Politics 0 0 50 0.05 280 0.28 

 

Furthermore, we also use AM value of a feature as its weight. In 

the SVM classifier, a weight of importance is assigned to each 

feature. Thus, if the AM value of a feature is higher, then the 

feature has more weight and if the AM value is lower, that feature 

has less weight. 

4. EXPERIMENTAL SETUP 
In all our experiments, we use a single computer, with AMD 

Athlon 2.16Ghz processor and 1 GB of RAM. We use the linear 

SVM kernel in our experiments, as the non-linear versions gain 

very little in terms of performance [11]. For training and testing 

the SVM model, we use LibSVM 2.84 [1], a software that is 

commonly used for classifying the documents into binary or 

multi-labeled categories.  

4.1 Datasets 
To demonstrate the effectiveness of AM feature selection 

algorithm, we perform experiments on two standard benchmark 

datasets: 20 Newsgroup and Reuters 21578. 

 20 News Group 

20 Newsgroup (20NG) [7] consists of a total of 19,997 documents 

that are categorized into twenty different news groups. Each 

category contains one thousand documents. Some of the 

categories are very closely related to each other (e.g. 

comp.sys.ibm.pc.hardware and comp.sys.mac.hardware), while 

others are highly unrelated (e.g. misc.forsale and 

soc.religion.christian). This characteristic contributes to the 

difficulty of categorization of documents that belong to very 

similar categories. We use a 9-1 train-test split for 20 Newsgroup 

dataset. Thus we have 18,000 documents for training and 1,997 

documents for testing. The total number of unique features in 20 

Newsgroup dataset is 62,061. 

 Reuters 21578 

The Reuters 21578 corpus [8] contains Reuters news articles from 

1987. The documents range from being multi-labeled, single 

labeled, or not labeled. Reuters dataset consists of a total number 

of 135 categories (labels). However, ten of these categories have 

significantly more documents than the rest of the categories. Thus, 

commonly the top 10 categories are used for experimentations and 

to compare the accuracy of the classification results. The top 10 

categories of Reuters 21578 are “earn”, “acq”, “money-fx”, 

“grain”, “trade”, “crude”, “interest”, “wheat”, “corn” and “ship”. 

We use Mod-Apte train-test split for Reuters 21578 dataset. There 

are 7,053 documents in training set and 2,726 documents in 

testing set. The total number of unique features in Reuters 21578 

dataset is 19,249. 

4.2 Evaluation Measures 
To evaluate the accuracy of our approach and compare AM to the 

results of the state of the art feature selection methods we use 

micro-F1 measure. F1 measure is a common measure in text 

classification that combines recall and precision into a single 

score with equal importance according to the formula: 
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where P is precision and R is recall.   

5. RESULTS & ANALYSIS 
We organize the results into two subsections. In section 5.1, the 

effectiveness of our approach on two standard benchmark datasets 

is presented. We compare our results with the published state of 

the art results and show that AM performs statistically 

significantly better than the seven existing feature selection 

algorithms that are summarized and published in [13][14]. To our 

knowledge, the classification results for SVM algorithm using 

odds ratio, tfidf and tficf are not reported in any prior works on 

Reuters 21578 and 20 Newsgroups datasets, thus, we 

implemented these feature selection methods on SVM and report 

the results in Figure 1 and Figure 2. In section 5.2, we 

demonstrate how AM feature selection reduces the training time 

while optimizing the F1 measure. We also explain the effects of 

the threshold value on the classification results. 

5.1 Accuracy Comparison 
The comparison of classification performance of AM feature 

selection method with various feature selection methods that are 

reported in [13] on Reuters 21578 dataset is summarized in Figure 

1. [13] proposed an improved version of gini index that performs 

better than the other reported feature selection algorithms. Our 

proposed AM feature selection method statistically significantly 

outperforms the Improved Gini index and other feature selection 

methods depicted in figure 1 with a confidence level of 99% on 

Reuters 21578 using a two-tailed paired t-test.  

Similarly, the classification performance on 20 Newsgroups 

dataset is summarized in Figure 2. We compare our results to 

orthogonal centroid feature selection (OCFS) method reported in 

[14]. To keep our results presentation consistent with that 

reported in [14], we too, report the micro F1 measures of OCFS 

by applying ceiling function to the results and rounding to the 

next highest integer. As shown, AM feature selection method 

clearly outperforms OCFS method on 20 Newsgroups dataset with 

a significant improvement. Moreover, AM also statistically 

significantly outperforms the accuracy of information gain, CHI, 

odds ratio, tfidf and tficf feature selection methods. As depicted in 

Figure 1 and Figure 2 the F1 measure on Reuters dataset 

(89.14%) is significantly higher than F1 measure on 20 

Newsgroups dataset (78.74%). The difference between the F1 



 Figure 1: Comparison of AM with other feature selection methods in  

terms of F1 measure on Reuters 21578 dataset 

 

Figure 3: Correlation between AM thresholds and training/testing 

time; and between the AM threshold and Micro-F1, using SVM 

classifier on Reuters 21578 dataset 

 

results of Reuters  21578 and 20NG datasets is due to the 

percentage of positive and negative examples in the training sets 

of each. That is, we only consider the top 10 categories for 

Reuters 21578 dataset. The training set consists of 10% of every 

category on average. As SVM is a binary classifier and we use 

one-against-rest approach for multi-labelled datasets, the number 

of positive examples (actual category) in training set is 10% and 

number of negative examples is 90%. In the 20NG dataset, we 

have 20 categories with 5% of documents of each category in the 

training set. Thus, during classification, we have 5% positive 

examples and 95% negative examples. Hence, there are less 

positive examples to learn from in 20NG dataset as compared to 

the Reuters dataset, resulting to a better accuracy for Reuters 

21578 dataset.  

5.2 Tradeoff of accuracy and time with 

respect to threshold values 
In this section, we report the effects of the AM thresholds in the 

process of feature selection on the values of F1 measure and the 

corresponding time taken to train the model and classify the 

documents using SVM classifier. Figure 3 and figure 4 show the 

results for Reuters 21578 and 20 Newsgroups datasets, 

respectively. The x-axis represents different threshold values and 

the y-axis represents micro-F1 measure and time. The threshold 

Figure 2: Comparison of AM with other feature selection methods in  

terms of F1 measure on 20 Newsgroup dataset 

 

Figure 4: Correlation between AM thresholds and training/testing 

time; and between the AM threshold and Micro-F1, using SVM 

classifier on 20 Newsgroup dataset 

 

 value indicates that all the features whose weights are above that 

value are selected and the remaining features are filtered. The % 

of keywords value (figures 3 & 4) indicates the corresponding 

percentage of keywords selected when the threshold was set to a 

given value. As shown in Figure 3, when we apply AM feature 

selection method, micro-F1 measure increases as we filter out the 

features with lower AM value. We obtain the best micro-F1 value 

when the threshold is set to 0.3. Only 70.16% of the features are 

retained when the threshold is 0.3. As the threshold is increased, 

the micro-F1 measure starts dropping. This indicates that when 

the threshold is less than 0.3, most of the features that are filtered 

are ambiguous and lead to a higher accuracy of the classifier. 

When the threshold is above 0.3, most of the features that are 

filtered contain information relevant to text classification. Thus, 

when these features are filtered, the accuracy of the classifier 

decreases. 

The training time includes the feature selection time and the time 

taken to train the SVM model using LibSVM. The testing time is 

the time taken by LibSVM to classify the testing data.  Figure 3 

demonstrates that when no feature selection is applied, i.e. when 

threshold is equal to zero, time taken for training is 33 seconds. 

When we reduce the dimensionality of feature set by setting the 

threshold to 0.3, the training time also reduces to 21 seconds. This 

demonstrates the effect of feature selection in reducing the 

training time for SVM while optimizing the results.  



As shown in Figure 4, the behavior of micro-F1 measure on 20 

Newsgroups dataset is similar to the results on Reuters dataset. 

The results consistently improve when the threshold is below 0.2. 

Only 41% of features are retained when the threshold is set to 0.2. 

As the threshold increases, more features are filtered and thus, 

from a certain point the accuracy of the classifier consistently 

degrades as the threshold further increases.  

When no feature selection is applied, time taken for training is 

387 seconds. However, when we reduce the dimensionality of 

feature set by setting the threshold to 0.2, the training time also 

reduces to 185 seconds. We also get the best F1 measure value 

when the threshold is set to 0.2. This shows that even though the 

learning time is reduced by more than 50%, we still obtain 

comparable or better results than when we do not apply any 

feature selection. 20 Newsgroups dataset has more training 

documents (18,000) than Reuters 21578 dataset (7,053). Also the 

number of features (62,061) and the average document length (78) 

for 20 Newsgroups dataset is more than Reuters 21578 dataset 

(No. of features: 19,248, Avg. document length: 53). Thus, the 

training time taken for 20 Newsgroups is more than the training 

time taken for Reuters 21578 dataset.    

One of the limitations of using feature selection algorithms is to 

find a proper threshold for a given dataset. We found the 

threshold for Reuters 21578 dataset as 0.2 and for 20 Newsgroups 

dataset as 0.3. Additionally, we experimented using stratified 10-

fold cross validation and confirmed the same thresholds as we 

reported for Reuters Mod-Apte split and 20 News Groups 9-1 

split. To further investigate this problem, we further experimented 

on two additional standard datasets from statlog collection [10] 

called DNA dataset (3 categories; 2,000 training documents; 

1,186 testing documents) and Vehicle dataset (4 categories; 761 

training documents; 85 testing documents). We found that the 

threshold for both DNA dataset (Micro F1: 93.17%) and Vehicle 

dataset (Micro F1: 82.29%) is also 0.3. Thus, the observation 

indicates that the threshold between 0.2 to 0.3 yields the best 

results on the four datasets we used for our experimentations. 

6. CONCLUSION 
We explored an effective feature selection algorithm, Ambiguity 

Measure (AM); and we applied AM on SVM text classification. 

With an ever-increasing number of digital documents, many 

traditional text classification techniques fail to handle the scale of 

this data due to their time complexity and space requirements. In 

this paper, we have shown that AM feature selection method can 

reduce the computation time of the SVM text classifier to an 

extent without hurting the effectiveness of the classifier.  

We performed experiments on two standard benchmark datasets, 

Reuters 21578 and 20 Newsgroups. We showed that AM performs 

statistically significantly better than the current published state of 

the art feature selection algorithms on SVM. Furthermore, we 

provided analysis of how the micro-F1 is affected as we set more 

stringent thresholds for feature selection. We demonstrated that as 

the threshold for selecting the features is increased, the micro-F1 

measure improves until up to a specific threshold. The time taken 

for training a classifier is much lower than the scenario when no 

feature selection is used. By increasing the threshold beyond a 

point, the effectiveness of the text classifier decreases.  
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