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Abstract—We propose a new localized structure, namely, ered by batteries only, and they often have limited memories.
Incident MST and RNG Graph(IMRG), for topology control and  So wireless ad hoc networks prefer localized and power-

broadcasting in wireless ad hoc networks. In the construction efficient algorithms. A transmission by a wireless device is
algorithm, each node first builds amodified relative neighborhood ft ived b d ithin its vicinit lebad
graph (RNG’), and then informs its one-hop neighbors its incident often received by many nodes within 1ts vicinity, ca ad-

edges in RNG’. Each node then collects all its one-hop neighbors casting We utilize this broadcasting property to reduce the
and the two-hop neighbors who have RNG edges to some of itscommunications needed to send some information. Through-

one-hop neighbors, and builds an Euclidean minimum spanning out this paper, docal broadcastoy a node means it sends the
tree of these nodes. Each node keeps an edgew only if uv is in message to all nodes within its transmission rangglobal

the constructed minimum spanning tree. We analytically prove I
that the node degree of the IMRG is at mos®t, it is connected and broadcastby a node means it tries to send the message to all

planar, and more importantly, the total edge length of the IMRG ~ hodes in the network by the possible relaying of other nodes.
is within a constant factor of that of the minimum spanning tree.  Since the main communication cost in wireless networks is

To the best of our knowledge, this is the first algorithm that to send out the signal while the receiving cost of a message
can construct a structure with all these properties using small is neglected here, a protocol's message complexity is only

communication messages (at mosit3n total messages, each with d by h t out by all nod
O(log n) bits) and small computation cost, wheren is the number measured by how many messages are sent out by all nodes.

of wireless nodes. Test results are corroborated in the simulation [N recent years, many research efforts focus on topology
study. control for wireless ad hoc networks [1], [2], [3], [4], [5]

These algorithms are designed for different objectives: mini-
. INTRODUCTION mizing the maximum link length while maintaining the net-
We consider a wireless ad hoc network composed: of work connectivity [3]; bounding the node degree [5]; bounding
nodes distributed in a two-dimensional plane. We assuree spanning ratio [1], [2]; constructing planar spanner locally
that all wireless nodes have distinctive identities and eaft]. Here a structured is a spanner of UDG if, for any two
static wireless node knows its position information eitherodes, the length of the shortest-path connecting the in
through a low-power Global Position System (GPS) receiver no more than a constant factor of the length of the shortest-
or through some other way. More specifically, it is enough fgrath connecting them in the original UDG. Planar structures
our protocol that each node knows the relative position of igge used by several localized routing algorithms [6], [7]. Li and
one-hop neighbors. The relative position of neighbors can #éang [8] recently also proposed the first localized algorithm
estimated by théirection of arrivaland thestrength of signal to construct a bounded degree planar spanner.
We assume that each wireless node has an omni-directionah structure is calledow weightif its total edge length is
antenna and a single transmission of a node can be receiwgthin a constant factor of the total edge length of the mini-
by any node within its vicinity which, we assume, is a unitmnum spanning tree (MST). However, no localized algorithm is
disk centered at this node. A wireless node can receive tkeown to construct a low-weighted structure. It was recently
signal from another node if it is within the transmission rangghown in [9] that a broadcasting based on MST consumes
of the sender. Otherwise, they communicate through mulénergy within a constant factor of the optimum.
hop wireless links by using intermediate nodes to relay theThe best distributed algorithm [10], [11] can compute MST
message. Consequently, each node in the wireless network &its®(n) rounds usingD(m + nlogn) communications for a
acts as a router, forwarding data packets for other nodes. @gneral graph withn edges and nodes. Since the relative
one-hop broadcasting, each nodecan gather the location neighborhood graph, the Gabriel graph, and the Yao graph
information of all nodes within the transmission range ddll haveO(n) edges and contain the Euclidean MST, we can
u. Consequently, all wireless nodes together define a unibnstruct the minimum spanning tree of UDG in a distributed
disk graph (UDG), which has an edge if and only if the manner using(nlogn) messages. Unfortunately, even for a
Euclidean distancéuv|| is less than one unit. wireless network modelled by a ring, tli&(nlogn) number
Wireless ad hoc networks require special treatment as thafymessages is still necessary for constructing MST of UDG.
intrinsically have unavoidable limitations as compared with Recently, Li, Hou, and Sha [12] proposed a novel MST-
wired networks. For example, wireless nodes are often pobased method for topology control. Each nadases its one-



hop neighbors to build &cal minimum spanning tree. They minimum energy broadcasting. In Section lll, we present our

call the final graphlocal minimum spanning treéLMST). communication and computation efficient localized method

They prove that the graph is connected, and has boundkdt can construct a connected, planar, bounded degree, low-

degree6. However, it can be shown that LMST is not a lowweight structure IMRG. The total communication cost to

weight structure. build it is at most13n. We compare the performance of this
We present the first efficient localized method to construstructure with previously best-known structures in Section IV.

a bounded degree planar connected structnogddent MST We conclude our paper with a discussion of possible future

and RNG GraphIMRG) whose total edge length is within aresearch directions in Section V.

constant factor of MST. The degree of each node is at most

6. The total communication cost of our method is at most Il. RELATED WORK

L3n, and every node only uses its partial twq-hop information Before reviewing the related work, we first introduce the

to construct such structure. It was shown in [13], [14] thz?t - . .

some two-hop information is necessary to construct any IOV\(/)_rmiI de.fmltl(in OfCI? wbwe;]ght GIYeln a rs]trufctrt:reél}_ okve_r Ga

weighted structure. We also studied the application of thséat of points, let,(¢7) be the total length of the links |

Ahd ws(G) be the total power needed to support all links in
structure in efficient broadcasting in wireless ad hoc networks. i:BLB)(G) S ﬁm\?’“ﬁ Then. a strugt?ﬁél is callled '
1o - u’U€G ) !

Energy conservation is a critical issue & hoc wireless S wEG |
networl?)f/or the node and network life, as the nodes are p0\|/9yv weightif w(G) is within a constant of(MST).
ered by batteries only. In the most common power—attenuatign
model, the power needed to support a link is |Juv|?, '
where |luv|| is the Euclidean distance betweenand v, (3 Recently, topology control for wireless ad hoc networks has
is a real constant betweenand5 dependent on the wirelessattracted considerable attention [3], [19], [20], [21], [22], [23],
transmission environment. [24]. Rajaraman [25] conducted an excellent survey. Several
Minimum-energy broadcast/multicast routing in ad hoc negeometrical structures are used for topology control. Here we
work environments is addressed in [15], [16]. To assess tfview the definitions of some of them.
complexities one at a time, the nodes in the network are as-The relative neighborhood graphdenoted by RNG, is a
sumed to be randomly distributed in a two-dimensional plang@gometric concept proposed by Toussaint [26]. It consists of
and there is no mobility. Three centralized greedy heuristiéd edgesuv such that there is no point with uw and wv
(as opposed to distributed) algorithms were presented in [16@tisfying [[uw|| < [luv|| and [Jwo|| < [[uv|. Let disk(u,v)
namely, MST (minimum spanning tree), SPT (shortest-pat¢ the disk with diametenv. Then, theGabriel graph[27]
tree), and BIP (broadcasting incremental power). For illustr6SG) contains an edgev from G if and only if disk(u,v)
tion purposes, another slight variation of BIP, called BAIFONtains no other vertex inside. It is easy to show that
was discussed in detail in [9]. Waet al. [9] showed that RNG is a subgraph of the Gabriel graph GG. For unit disk
the approximation ratio of MST-based approach is betwe@raph, the relative neighborhood graph and the Gabriel graph
6 and 12, which is the best known method theoreticallyonly contain the edges in UDG and satisfying the respective
Unfortunately, MST cannot be constructed in a localizedefinitions. Both GG and RNG are used as network topology
manner, i.e., each node cannot determine which edge isifnwireless ad hoc networks.
the defined structure by purely using the information of the The Yao graphwith an integer parameter > 6, denoted
nodes within some constant hops. The relative neighborhdayl Y Gy, is defined as follows. At each node, any k
graph was used for broadcasting in wireless ad hoc networgually-separated rays originatedwatliefinek cones. In each
[17]. 1t is well-known thatM ST C RNG. The ratio of the cone, choose the shortest edge if there is any, and add a
weight of RNG over the weight of MST could l@(n) for n  directed linkud. Ties are broken arbitrarily or by the smallest
points set [18]. As shown in [13], [14], the total energy used bYp. The resulting directed graph is called the Yao graph.
the global broadcasting based on RNG could be abut’) Some researchers used a similar construction nafrgph
times optimum. [28]. Recently, the Yao structure was re-discovered by several
Notice that a structure with low-weight cannot guarantgesearchers for topology control in wireless ad hoc networks
that the broadcasting based on it consumes energy withimfadirectional antennas.
constant factor of the optimum. The energy consumption usingLi, et al. [18] extended the definitions of these structures
our new structure IMRG is withitD(n®~1) of the optimum. on top of any given grapl;. They proposed to apply the
This improves the previously best known “lightest” structur¥ao structure on top of the Gabriel graph structure, and
RNG by anO(n) factor. Our extensive simulations show thaapply the Gabriel graph structure on top of the Yao structure.
the energy consumption of broadcasting based on structliteese structures are sparser than the Yao structure and the
IMRG is within a small constant factor of that based ofsabriel graph, and they still have a constant bounded power
the MST and has significant improvement over the energyretch factor. These two structures are connected graphs.
consumption based on RNG. Wattenhoferget al. [24] also proposed a two-phased approach
The rest of the paper is organized as follows. In Section that consists of a variation of the Yao graph followed by a
we review the related work on network topology control andariation of the Gabriel graph.

Topology Control



Li, et al. [21] proposed a structure that is similar to theo keep the network connected. It is not difficult to construct
Yao structure for topology control. Each noddinds a power an example such that the structu#§ and G are not low-
Pu,o SUCh that in every cone of degreesurroundingu, there weight (the same example in [13], [14] for RNG). We also
is some node that can reach with powep, .. Notice that show that our structuresM RG* and IM RG~ are always
the number of cones to be considered in the traditional Yaabgraphs of the structurégi and G, constructed in [12].
structure is a constarit. However, unlike the Yao structure,
for each node:, the number of cones needed to be consider&d Power Assignment
in the method proposed in [21] is abdbit, where each node  Assume that each node can adjust its transmission power
v could contribute two cones on both side of segment according to its neighbors’ positions for a possible energy
Then the graphG, contains all edgesiwv such thatu can conservation. A natural question is then how to assign the
communicate withv using powerp, .. They proved that, transmission power for each node such that the wireless
if « < 27 and the UDG is connected, then graph is a network is connected with the optimization criteria being min-
connected graph. Unlike the Yao structure, the final topologizing the maximum or total transmission power assigned.
G, is not necessarily a bounded degree graph. A transmission power assignment on the verticed/iris

Li, et_a)l. [18] also proposed another structureg}lmbYao a function f from V into real numbers. Theommunication
graphYY, by applying areverseYao structure oGy, They graph denoted byG, associated with a transmission power
proved that the directed graphY; is strongly connected assignmentf, is a directed graph witlV" as its vertices and
if UDG is connected andk > 6. In [5], Wang, et al. has a directed edggv; if and only if |[v;v,]|” + ¢ < f(v;).
considered another undirected structure, cadigtimetric Yao We call a transmission power assignmeghtompleteif the
graph Y S.. An edgeuv is selected if and only if both directedCommunication grapl:; is strongly connected. Hekeis the
edgesut and o are in theY—C;*k.. Then it is obvious that the fixed overhead cost of a node receiving and processing the
maximum node degree is They showed that the graphiS;, signal, which is assumed to be same for all nodes.
is Strong|y connected if UDG is connected ahd> 6. The maximum-cosbf a transmission power assignmeﬁt

Recently, Li, Hou, and Sha [12] proposed a novel locdf defined asnc(f) = max,,ev f(vi). And thetotal-costof
MST-based method for topology control. Each noddirst 2 transmission power assignmefitis defined assc(f) =

collects its one-hop neighbors; (u). Nodew then computes fzaiev f(”i)l' The min-_ma_x assignment_ problen;] is then to
the minimum spanning tre&/ ST(N; (u)) of the induced unit "N¢ @ COMP ete transmission power assignmgmthose cost

disk graph on its one-hop neighbahé (). Nodew keeps a me(f) is the least among all complete assignments. The min-
directed edge:w if and only if uv is an edge iMI ST (N, (u)). total assigpment problem is to find a complete transmission
They call the union of all directed edges of all nodeslteal powe: as&gn_menf whose coste(f) is the least among all
minimum spanning treedenoted byGy. If only symmetric comp ete assignments. )

edges are kept, then the graph is calleg, i.e., it has an  CVen a graphtl = (V. ), we say the power assignment
edgewuw if and only if both directed edgew and directed /IS induced byH. if

edgevu exists. If we ignore the directions of the edge<ip, f() = max ||vul|® + ¢

they call the graplGy, i.e., it has an edgev if and only if (v,u)EE ’

either directed edgev or directed edgewu exists. They prove whereE is the set of edges off. In other words, the power

that the graph is connected, and has bounded dégree  ,5qigned to a node is the largest power needed to reach all

Here, we also show that gragh, is actually planar. For neighbors ofv in H. Clearly, when grapt is connected, the
the sake of contradiction, assume tfigt is not a planar graph induced power assignmerftis complete.

and two edgesv andzy intersect each other. Assume that the Transmission power control is well-studied. Monle,al.

clockwise order of these four nodes arey, v, x. Obviously, [29] conducted simulations which show that implementing
one of the four angles’uzv, Zzvy, Zvyu, and Zyuz is at  power control in a multiple access environment can improve
least /2. Without loss of generality, assume thduzv >  the throughput of the non-power controlled IEEE 802.11 by
m/2. Thus, edgeuw is the longest edge among trianglewz. g factor of 2. Therefore, it provides a compelling reason
Thus, in the local minimum spanning trééST (N1 (u)), edge for adopting the power controlled MAC protocol in wireless
uv cannot appear since there is already a patlh whose network.
edges are all shorter than. Similarly, graphGiy is a planar  The min-max assignment problem was studied by several
graph (by replacing the undirected edges with directed edg@§earchers [3], [30]. Let EMST be the Euclidean minimum
in the above proof). spanning tree over a point sét. Both [3] and [30] use the
Inspired by the local minimum spanning tree structure ipower assignment induced by EMST. It was proved in [3]
[12], we propose another structure, called IMRG, that has #mat the longest edge of the Euclidean minimum spanning tree
additional property: the total edge length of the structure is ®EMST is always the critical link for min-max assignment.
more than a constant factor of that of the minimum spannirdgere, for an optimum transmission power assignmgpt,
tree. We call this propertyow weight Notice that the total call a link uv the critical link if ||uv||® + ¢ = mc(fopt). Both
edge length is related to the total power of all nodes useatbjorithms presented in [3] and [30] compute the minimum



spanning tree from the fully connected graph with possiblig% —o (1) respectively, where is the number of nodes. The
very large communication cost. Notice that the best distributéollowing lemma was proved in [9].
algorithm [10], [11], [31] can compute the minimum spanning Lemma 1:For any point setV in the plane, the total
tree in O(n) rounds usingO(m + nlogn) communications energy required by any broadcasting amorigis at least
for a general graph withn edges and: nodes. Using the fact wg(MST)/Cy,st, Where6 < C,¢ < 12 is a constant related
that RNG, GG and th& G, all haveO(n) edges and contain to the geometry minimum spanning tree.
the EMST, a simpleD(nlogn) time complexity centralized RNG is used for broadcasting in wireless ad hoc networks
algorithm can be developed and can be implemented efficiendly’]. Obviously, the ratio of the total edge length of RNG over
in a distributed manner. that of MST could beD(n) for n points set [18]. An example

The min-total assignment problem was studied by Kiroustigias given in [13], [14] to show that the total energy used
et al. [32] and by Clementigt al. [33], [34], [35]. Kiroustis, by broadcasting on RNG could be abadtn”) times of the
et al. [32] first proved that the min-total assignment problerminimum-energy used by an optimum method. We can prove
is NP-hard when the mobile nodes are deployed in a thredhat thews(IM RG) < O(n~1)-wg(MST) which improves
dimensional space. A simpieapproximation algorithm basedthe previously known structure RNG l#y(n) factor.
on the Euclidean minimum spanning tree was also given in
[32]. The algorithm guarantees the same approximation ratilcll'
in any dimensions. Clemengt al. [33], [34], [35] proved that  In this section, we present our efficient localized method to
the min-total assignment problem is still NP-hard when nodesnstruct a connected, low-weighted, bounded degree planar
are deployed in a two dimensional space. structure.

So far, we generate asymmetric communication graph fro'm Modified RNG
the power assignment. For the symmetric communication;,
several methods also guarantee a good performance. It i&€t [|zy[| denote the Euclidean distance between two points
easy to show that the minimum spanning tree method stillandy. A disk centered at a point with radiusr, denoted
gives the optimum solution for the min-max assignment akty disk(z,r), is the set of points whose distance #ois at
a 2-approximation for the min-total assignment. Recentlyfostr, i.e., disk(z,r) = {y | [lzy|| < r}. Let lune(u,v)
Calinescu, et al. [36] gave a method that achieves bettelefined by two pointsu and v be the intersection of two
approximation ratio2 by using an idea from the minimumdisks with radiusjuv|| and centered at and v respectively,

Steiner tree. Like the minimum spanning tree method, it work€., lune(u, v) = disk(u, [[uv[|) N disk(v, |[uv|)). Therelative
for any power definition. neighborhood grapH26], denoted by RNG, consists of all

edgesuv such that theinterior of lune(u,v) contains no
pointw € V. Notice here if only the boundary dfine(u,v)
contains a point fronV/, edgeuw is still included in RNG. A
Minimum-energy broadcast/multicast routing in an ad haminimum spanning tree of a set of poinit5is a connected
network environment is addressed in [15], [16]. Any broadcagtaph whose weight is the minimum among all connected
routing is viewed as an arborescence (a directed tfiée) graphs spanning/. It is known that the relative neighbor-
rooted at the source node of the broadcasting, that spanshalbd graph always contains the minimum spanning tree as a
nodes. Letfr (p) denote the transmission power of the nodsubgraph.
p required byT'. For any leaf node of T', fr (p) = 0. For Our low-weight structure is based on a modified relative
any internal node of T', fr (p) = maxpeer ||pq||5, i.e., the neighborhood graph. Notice that, traditionally, the relative
(B-th power of the longest distance betweeand its children neighborhood graph will always select an edgeeven if there
in T. The total energy required by is ZpEV fr (p). Thus, is some node on the boundary lafie(u, v). Thus, RNG may
the minimum-energy broadcast routing problem is differetitave unbounded node degree, e.g., considetirgl points
from the conventional link-based minimum spanning treequally distributed on the circle centered at tht& point v,
problem. Indeed, while the MST can be solved in polynomisthe degree ofy is n — 1. Notice that for the sake of lowing
time by algorithms such as Prim’s algorithm and Kruskal'the weight of a structure, the structure should contain as less
algorithm, it is known [37] that the minimum-energy broadcastdges as possible without breaking the connectivity. Li [13],
routing problem cannot be solved in polynomial timeHAf£ [14] then naturally extended the traditional definition of RNG
NP. Three greedy heuristics were proposed in [16] for thas follows.
minimum-energy broadcast routing problem: MST (minimum The modified relative neighborhood graptonsists of all
spanning tree), SPT (shortest-path tree), and BIP (broadcasgaigesuv such that (1) thenterior of lune(u,v) contains no
incremental power). For a pure illustration purpose, anothgointw € V' and, (2) there is no point € V with 1D (w) <
variation of BIP (called BAIP) was discussed in detail in [9]7D(v) on the boundary ofune(u,v) and||wv|| < |Juv]||, and
Wan, et al. [9] showed that the approximation ratio of thg3) there is no pointv € V with ID(w) < ID(u) on the
MST based approach is betweérand 12; the approximation boundary oflune(u,v) and||wu|| < ||uv||, and (4) there is no
ratio of the BIP is betweer? and 12; on the other hand, point w € V' on the boundary ofune(u,v) with ID(w) <
the approximation ratios of SPT and BAIP are at legsind ID(u), ID(w) < ID(v), and ||lwu|| = [uv|. See Figure

CONSTRUCTLOW WEIGHTED STRUCTURELOCALLY

C. Minimum Energy Broadcasting



1 for an illustration when an edgev is not included in the  3) Assume node: received a message informing existence

modified relative neighborhood graph. Li called such structure  of edgexy € RNG’ from its neighborr. For each edge
uv € RNG’, if uwv is the longest amonguv, zy, uz,
and vy, nodewu removes edgew. Ties are broken by
the label of the edges. Here assume thayz is the
convex hull ofu, v, z, andy.

@ @ 4) Let LRNG be the final structure formed by all remain-
ing edges in RNG'.
Obviously, if an edgew is kept by nodeu, then it is also
kept by nodev. It was shown in [13], [14] that the structure
LRNG has total edge lengt®(w(M ST)).
Clearly, the communication cost of Algorithm 1 is at most
7n: initially each node spends one message to tell its one-hop
Fig. 1. Four cases when edges are not in the modified RNG.  neighbors its position information, then each nedetells its
one-hop neighbors all its incident edges € RNG’ (there
by RNG’. Obviously, RNG’ is a subgraph of traditional RNG are at most totedn such messages siné&VG'’ has at mossn
It was proved in [13], [14] that RNG’ has a maximum nod&dges). The computational cost of Algorithm 1 could be high
degree6 and still contains a MST as a subgraph. Howevesjnce for each linkuv € RNG’, nodeu has to test whether
RNG'’ is still not a low weight structure. there is an edgey € RNG’ andx € Ny (u) such thatuv is
Obviously, graph RNG’ still can be constructed using the longest amongv, xy, uz, andvy. We continue to present
messages. Each node first locally broadcasts its location @i new algorithms that improve the computational complexity
ID to its one-hop neighbors. Then every node decides whieh each node while still maintains low communication costs.
edge to keep solely based on the one-hop neighbors’ locationy|orithm 2: Construct Low Weight Structure by MST of
information collected. Since the definition is still symmetr|(:2_hOp Neighbors
the edges constructed by different nodes are consistent, i.e
an edgeuw is kept by a node: if and only if it is also kept by
nodev. The computational cost of a nodseis still O(dlog d),
whered is its degree in UDG. A simple edge by edge testing
method has time complexit®(d?).

1) Each nodeu collects its two hop neighbors informa-
tion Ny(u) using a communication efficient protocol
described in [38].

2) Each node: computes the Euclidean minimum spanning
tree M ST (Nz(u)) of all nodes Ny(u), including «

; itself.

B. Bound the Weight 3) For each edgewv € M ST (N3(u)), nodew tells nodev

We now peovide a communication efficient method to about this directed edge.
construct a sparse topology from RNG’ whose total edge4) Node u keeps an edgew if uv € MST(Ny(u)) or

weight is within a constant factor of(3/ST). In [13], [14], vu € MST(Ny(v)). Let LM ST, be the final structure
Li gave the first localized method to construct a structure with  formed by all edges kept.

weight O(w(M ST)) using total O(n) local-broadcast mes-

sages, but the computation at each node is expensive. Notic¥Ve then prove that structuresM ST, and LM ST, are

that it is well-known that the communication complexity ofonnected, planar, low-weighted, and has bounded node degree

constructing a minimum spanning tree ofiavertex graphG ~ at Most6. .

with m edges isO(m + nlogn); while the communication _ Lemma 2:MST is a subgraph oLM ST, and LMST;'".

complexity of constructing MST for UDG i§)(nlogn) even Proof. We prove MST is a subgraph &\ ST, by induction

under the local broadcasting communication model in wirele88 the length of the edges in MST.

networks. It was shown in [13], [14] that it iBnpossible Consider the shortest edge in the original unit disk graph.

to construct a low-weighted structure using only one hdplearly, the edgeuv belongs to MST, andw belongs to

neighbor information. 1ST(Na(w)) for any nodew. Thus,uv belongs tol M ST,
We first review the localized algorithm given in [14] that ASSUme that the firskth shortest edges from MST are

constructs a low-weighted structure using only some two hofps LM ST, . Then consider the(k + 1)th shortest edge
information. uwv from MST. For the sake of contradiction, assume that

some nodew removes edgew becauseuv does not belong
Algorithm 1: Construct Low Weight Structure LRNG to MST(Nz(w)) and v € Np(w). From the property of

1) All nodes together construct the graph RNG' in éninimum Spanning tree, we know that there is a path in the
localized manner. unit disk graph formed onV,(w) connectingu and v using

2) Each nodeu locally broadcasts its incident edges in
) “ y 9 1it keeps an edge if either node or nodev wants to keep it. Another

RNG’ to its Onethp neighbors_. Node listens to the option is to keep an edge only if both nodes want to keep it. LI ST,
messages from its one-hop neighbors. be the structure formed by such edges.



edges with length at modtuv|| (ties are broken by rank).

Clearly, these edges are also in the original UDG and thus iIRTRNG/

is a contradiction to the fact thatv belongs to MST. Thus,
edgeuv is also keptLM STy .

Thus, MST is a subgraph diM ST, . Since LM ST, is
a subgraphl M ST,", MST is a subgraph of. M ST .

The above lemma immediately implies that

sacrificing any properties. Define
(u) ={w | vw € RNG" andv € Ny(u)} U Ny (u).

We will first build RN G’ to collect NFNG' (u) for each node
u, then apply local MST based oNS*V¢ (u). We describe
our modified algorithm as follows.

2

Algorithm 3: Construct Low Weight Structure by 2-hop

Lemma 3:Structures LM ST, and LM ST,  are con- Neighbors in RNG’

nected.

Lemma 4:Structured. M ST, andLM ST, are subgraphs
of RNG'.
Proof. We prove the above by contradiction. Assume that a
nodeu adds an edgev ¢ RNG’ to LMST,. Since edgew ¢
RNG’, there is a nodev inside the lune defined by segment
uwv Or a nodew on the boundary of the lune with smaller
ID. Remember that the minimum spanning tree of the node
set Ny (u) can be constructed by adding edges in ascending
order (using IDs to break the ties) whenever it does not create a

1) Each nodeu tells its position information to its one-

hop neighborsV; (u) using a local broadcast model. All
nodes together construct the graph RNG’ in a localized
manner.

Each nodeu locally broadcasts its incident edges in
RNG’ to its one-hop neighbors. Node listens to the
messages from its one-hop neighbors.

Each nodeu computes the Euclidean minimum span-
ning tree M ST(NFNG (u)) of all nodes NFNG (u),

cycle with previously added edges. Clearly, when we try to add

edgeuwv, there is already a path connectingndw and a path
connectingw andv sinceuw andwwv are not longer thanv (or
have same length but with smaller IDs). It implies that nade
cannot have edgev in its M .ST(Nz(u)). Consequently, both
graph LMST} and graph LMST are subgraphs of RNG'E

Since RNG’ is a planar graph with bounded node degree
most6, the above lemma immediately implies that

Lemma 5:StructuresLM ST, and LM ST,  are planar
graphs and with bounded node degree at nfost

To prove that structuré M ST, is low-weighted, we need
the following result proved in [13], [14].

Lemma 6:A subgraphG of RNG’ is low-weighted if for
any two edgesw € G andzy € G, neitheruv nor zy is the
longest edge of quadrilaterabyx.

We then prove following lemma.

Lemma 7:Structures LM ST, and LMST, are low-
weighted.

Proof. Consider any quadrilaterabyx formed by two edges
wv € LMST, andzy € LM ST, . W.l.o.g, assume thatv
is the longest edge, thejuz| < 1, [lyv|| < 1. Thus, the
four edges of quadrilateralvyz are in the UDG induced
on Ny(u). Consequently, edgewv will be removed when
constructing the local minimum spanning tr2&ST(Na(u)).
Together with Lemma 6, we know thatM ST, is low-
weighted. Structurel M ST, is low-weighted directly from
LMSTy C LMST,.

Although the constructed structurés/ ST, and LM ST,
have several nice properties such as being bounded deg

planar, and low-weighted, the communication cost of Algoc-
rithm 2 could be very large to save the computational cost o?
each node. The large communication costs are from collecting

the two hop neighbors informatioiVs(u) for each nodeu,
although the total communication of the protocol described
[38] is O(n), the hidden constant is large.

including v itself.

For each edgew € MST(NFNC (u)), nodeu tells
nodewv about this directed edge.

Node v keeps an edgew if uv € MST(NENG (u))

or vu € MST(NJNG (v)). Let IMRG™ be the final
structure formed by all edges kept. Similarly, the final
structure is calledIM RG~ when edgeuv is kept

if and only if uw € MST(NENG (u)) and uv €
MST(NENG (). Here IMRG is the abbreviation of
Incident MST and RNG Graph

4)
5)

at

Notice that in the algorithm, node constructs the lo-
cal minimum spanning treé/ST(NFNS (1)) based on the
induced UDG of the point set&V/iV¢' (u). As seen later
(Lemma 8), the constructed structures are subgraphs of the
modified RNG graph. Thus, these structures are planar and
have at mosBn edges. In addition, the total communication
cost of Algorithm 3 is at mosti3n when either structure
IMRG™ or IMRGT is needed; the total communication cost is
at most7n if the directed structure IMRG is needed. (Step 1
takesn messages; Step 2 takés messages since each edge
is broadcasted by at most 2send-points and the total number
of edges is at mosin; similarly Step 4 take$n messages.)

Lemma 8: Structure IMRG is a subgraph of modified RNG.
Proof. Consider any edgev ¢ RNG’. We show that node
will not proposeuv. From the definition of RNG’, we know
that there is a node inside the lune defined by segment
and edgeww andwv has a label less thamw. Considering the
process of constructing/ ST(NFNG (u)), when we decide
whether to add edgev after processing edges with smaller
raegel, there is already a path connectingindw, and a path
nnectingw andv. Thus, edgewv cannot be added by node

1 to MST(NENG (u)). This finishes the proof.

The above lemma immediately implies that all structures
IMRG™ and IMRG™ are planar graph, and have bounded node
degree at most.

We could improve its communication cost of collecting We then show that structures\/ RG™ and IM RG~ are
Ny(u) by using a subset of two hop information withoustill connected and low-weighted. Clearly, the constructed



structures are a supergraph of the previous structures, i@.,Bound the Longest Edge Length
- _ .
LMST; € IMRG™ and LMST, C IMRG~, since  Npotice that themin-max assignment problem is basically

Algorithm 3 uses less information than Algorithm 2 in cong fing a connected structure whose longest edge is minimum.
structing the local minimum spanning tree. If an edgeis |; was proved in [3] that the longest edge of the Euclidean
removed from MST(NF*MS (u)), it means that there is aminimum spanning tree is always the critical link forin-
path connecting: andv using shorter edges when we procesgay assignment. However, it is communication expensive
uv. By simple induction, we can show that there is als0 @ construct MST in a distributed manner. Thus, it is natural
path connecting: and v when we processw in construct- 1 aqk whether we can construct a structure in a localized
ing MST(Na(u)). Thus, these two structuréS\/RG™ and  manner such that the longest edge of this structure is within
IMRG™ are still connected. a constant factor of that of MST.

We then prove the following lemma. We show by example that there is unfortunately such

<

-

000
c
<

wel_isrr::?da 9:Structures M RG™ and IM RG'™ are still low- deterministic localized algorithm. Assume that there is such
: . _ a deterministic localized algorithrA that usesk-hop infor-
Pro_m;t (\jNe_ orgljyigzdi tOC ?ZVOIV; (;Ealt]g RG; is sl Iovx(/j-_ mation. Figure 2 illustrates such an example that algorithm
:’;?é?al zewyi”}grme d by WO © dgesw'e ?ch}%giagx d?rl;;ae“ A cannot approximate the longest ed_ge of the MST within a
IMRG*. By the construction algorithm, we know that bothconstant factor. In the example, the distance between nodes
edgesuv andzy are in RNG'. W.l.o.g, assume thab is the X y
longest edge of the quadrilateral, thgaz|| < 1, ||yv| < 1. o
Thus, the four edges of quadrilaterabyx are in the UDG % %
induced onNANG'(4): nodew will know the existence of ‘
edgexy € RNG’ through nodez, node v will know the 1 1
existence of edgey € RNG’ through node;. Consequently, 1 1
edgeuwv will be removed when constructing the local minimum ; u V§
spanning treeM ST (Nz(u)). Together with Lemma 6, we
know that /M RG™ is low-weighted. Structurd M RG~ is (@) (b)
Iow-weighted directly fromlM RG— C IMRG™. Fig. 2. No localized algorithm approximates the longest edge.
Theorem 10:Algorithm 3 constructs structuresM RG~
or IMRG™ using at mostl3n messages. The structuresandx i_S more _thank hops. Then aIgorith_mA Wi_” have the
IMRG- or IMRG™ are connected, planar, bounded degre ‘,stme mform.atlon at node for both configurations (a) and
and low-weighted. Bothl M RG~ and IM RG* have node ). If A decides to keep quﬁ)’ then the the longest edge
degree at moss. kept' by A'could be arbltrarlly larger than that of MST for
We show that the constructed structurel RG~ is always configuration (a). IfA decides not to keep edge, then the
a subgraph of the structur@; constructed in [12]. structure constructed b is not connected for configuration
Lemma 11:The constructed structudey/ RG~ is always a (b). ,
subgraph of the structur€, constructed in [12]. Thus, we have the following theorem. o
Proof. Consider any edgev from UDG that does not belong | Theorem 12:It is impossibleto have a deterministic local-
to G; . Remember thaG; contains an edgey if and only ized algprlthm to construct a connectgd structure suqh 'that
if the edgexy belongs to the local minimum spanning tredhe maximum node power based on this structure is within a
MST(N;(u)) and M ST (N»(w)). Without loss of generality, constant factor of that based on MST.
assume that edgev is removed because it is not in the local IV. EXPERIMENTS
minimum spanning tred/ ST (N, (u)). Thus, there is a path ) ) )
connectingu andv in the induced unit disk graph oN (u), We conducted extensive simulations to study the perfor-
whose edges have length less tham| (Ties are broken by mMance of our structure in terms of the longest edge length
IDs). Clearly, this path is still in the induced unit disk grapfnd the total edge length. Although network throughput is an
on NING'(u) since Ny(u) ¢ NENG'(4). Consequently, important performance metric, it is mflue_nced by many other
edgeuv cannot appear in the Euclidean minimum spanningctors such as the MAC protocol, routing protocol and so
tree MST(NENG (). It further implies thatuv is not in  ©ON- Therefore, most related work does not test the throughput
IMRG—. performance. As almost all previously related work did, we
Similarly, the constructed structurB) RG™ is always a will use the following metrics to compare the performance:
subgraph of the structur@; constructed in [12]. 1) Total Messagesin W|re_less networks, less messages to
In summary, we have the following relations among these ~ construct a topology will saves energy consumption. We
structures: already showed that the total messages of IMRG is at
most13n.
MST € LMST, € IMRG C Go € RNG' € RNG 2) Max Messages We also test what is the maximum
MST C LMST, CIMRG C LRNG C RNG' C RNG number of messages a node will send in building this



3)

4)

5)

6)
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8)

9)

MST RNG LMST

LMST, LRNG IMRG
Fig. 3. Different structures from a UDG.

structure. A large number of messages at some node will  constant factor of the optimum. We thus compare the
delay the topology updating and drain out its battery  total link power used by our structure with previously
power quickly. known structures.

Average Node DegreeA smaller average node degree |n the simulations, since we already showed that structure
often implies less contention and interference for signahy RG~ is a subgraph of/ M RG* and LMST, is a
and thus a better frequency spatial reuse, which in tugabgraph of LM ST,", we will only test the performances
will improve the throughput of the network. of structure IMRG~ and LMST, , compare them with
Max Node Degree We also test the maximum nodepreviously known structuré RN G in [13], [14], G§ in [12],
degree. A larger node degree at some node will caURRIG in terms of the above metrics. The reason for only
more contention and interference for signal, and als@lecting?y; and RNG is that in [12], their simulations already
may drain out its battery power quickly. Here, in all oushow thatG; out-performs other previously known structures
simulations, we set the constaht= 2, so that the power in terms of the node degree, max node power, and the total
needed to support a linkv is [Juv|>. node power. Hereafter, we use LMST, LMSEnd IMRG
Max Node Power Notice that each user will setits instead ofG,, LM ST, and IMRG~ in the experiments,
transmission range equal to the length of the longestit is clear from the context.

edge incident on, callednode powerThus, a smaller | the first simulation, we randomly generaté0 nodes
node power will always save the power consumptiogniformly in a 1000m x 1000m region. The maximum trans-
The max-node-power captures the maximum power Usgfission range of each node is set a50m for all the

by all nodes. It is known that the maximum nodeodes. The topology (i.e., UDG) derived using the maximum
power based on MST is the optimum to guarantgesnsmission power, MST, RNG, LMST (i.eG;), LMST,

the network connectivity. We would like to comparqj.e., LM STy ), LRNG, and IMRG (i.e.] M RG™) are shown
the maximum node power induced from our structurgy Figure 3 respectively. To make the performance testing
IMRG™ compared with that based on MST. precise, we generatt)) samples ofl00-node sets and com-
Total Node Power The total node power approximatespyte the performance metrics accordingly. The corresponding
the total power used by all nodes to keep the connectiyerformances are illustrated in the following Table IV. Here
ity. for max node degree, max message and max node power, we
Total Node Power for Broadcasting The total node show both the maximum and average values ovet tiesets.
power approximates the total power used by doing As we proved, our structures LM$Tand IMRG out-
broadcasting. The difference with total node power iserform the structure LMST in all aspects except the number
not considering the powers of leaves. of messages used. The maximum node power used to guar-
Total Edge Length: We proved that all structuresgntee the network connectivity by structure LMST is higher
proposed have the total edge length within a constafan those by our structure LM$Tand IMRG. The total
factor of MST, while no previously known structureshode power used to guarantee the network connectivity by
having this property. LMST is also much higher than that by LM$®&nd IMRG in
Total Link Power: It was also proved in [9] that a gverage. Among the structures LM$@nd IMRG, we prefer
broadcasting based on MST consumes energy withingRG in practice though its power consumption is slightly



TABLE |
THE PERFORMANCES COMPARISON OF SEVERAL STRUCTUREBIUMBER OF MESSAGES WITH* DOES NOT COUNT MESSAGES FOR COLLECTIN@-HOP
NEIGHBORS WHEN BUILDINGLMST.

MST RNG LMST | LMST2 | LRNG | IMRG
MaxMaxMsg - 1.00 5.00 5.00¢ 5.00 9.00
AvgMaxMsg - 1.00 4.50 4.50° 4.92 8.42

TotMsg - 100.00 | 305.72 | 299.88 | 334.76 | 538.68
MaxMaxDeg 4.00 4.00 4.00 4.00 4.00 4.00
AvgMaxDeg 3.50 3.92 3.50 3.50 3.92 3.50

AvgDeg 1.98 2.35 2.06 2.00 2.30 2.04

MaxMaxNPow | 4.13 5.40 4.69 4.13 5.40 4.69
AvgMaxNPow 2.93 4.17 3.77 3.03 4.17 3.55

TotNPow 79.85 | 122.80 | 92.79 82.56 | 119.69| 90.10

TotNPowBrdcst| 66.48 | 118.21 | 83.26 70.08 | 114.74| 79.43

TotLength 132.79 | 183.59 | 144.86| 135.55 | 175.52 | 141.99
TotLPow 112.47| 187.37 | 131.85| 116.56 | 177.29 | 127.13

higher. The reason is that the construction of LM$i&s large the energy consumption of broadcasting based on IMRG is
communication costs (it is stilD(n) but the hidden constant within a small constant factor (abol®% more) of that based
here is large). Notice in the experiments, we do not count tbe the MST and is much better than the energy consumed
number of messages used to collect the information of 2-hbpsed on RNG, or LMST. In summary, the IMRG is the
neighbors when building LMS;I Notice, if we simply ask best among all these known local structures; additionally, it
each node to broadcast its one-hop neighbors to collect ten approximate MST theoretically and be used for energy
two-hop neighbors, it will cosd d; messages, wheré; is efficient broadcasting.

the number of one-hop neighbors of nodgin the UDG.

Clearly, > d; = 2m, wherem is the number of links in V. CONCLUSION

UDG, which could be as large ag for dense graphs. The Wi : .

o e consider a wireless network composed of a seth of
total number of messages used by this simple approach Cle%h(eless nodes distributed in a two dimensional plane. We pre-
could be much higher than those by IMRG and LMST. On the . . )
other hand, even the method given in [38] can collect twg_ented the first localized method to construct a bounded d(_egree
hop neighb,ors for all nodes with total(n) messages using pllan.ar connected structura/ kG whosg t.otal edge Iepgth IS

) . . . thin a constant factor of that of the minimum spanning tree.
geometry information, the hidden theoretical constant coum1 total communication cost of our method is at mbt
be as large as several hundreds. ¢ . . . !
) _ and every node only uses its partial two-hop information to
We then vary the number of nodes in the region froih  construct such structure. Notice that some two-hop information
to 500. The transmission range of each node is still set §$npecessary to construct any low-weighted structure [13], [14].
250m. We plotted the performances of all structures in Figuigie conducted extensive simulations to study the performance
4. We observed that our structure has the best performange, structures compared with previously known structures
among all locally constructed structures such as LMST, RN@n( it out-performs all previously known structures (with small
and IMRG. For example, the broadcasting based on RNﬁbssage overhead).
consumes almost twice the energy thar! that based on structuree constructed structure is planar, and has bounded de-
IMRG..More importantly, the broadcasting based on structu&—?ee' low-weight. Li and Wang [40], [14] recently gave an
IMRG is almost as good as that based on MST. Rememhgr, 1,0 1,)-time centralized algorithm constructing a bounded
that it is proven in [9] that the broadcasting based on M3ggree, planar, and low-weighted spanner. However, we do
consumes energy no more tham times of the optimum. 4t have a distributed algorithm usirt@(n) communications
Finally, we fix the number of nodes in the region &% without sacrificing the spanner property. On the other hand, we
and grow the transmission range of each node i@ to  [8] showed how to construct a planar spanner with bounded
300m. We plotted the performances of all structures in Figuigegree in a localized manner (usin@(n) messages) for
5. We found that our structures still out-perform the previousiynit disk graph. However, the constructed structure does not
best known structures significantly. seem to have low-weight. It remains open how to construct
All the results show that IMRG has better performance than bounded degree, planar, atwlv-weighted spannein a
LMST and RNG. In other words, IMRG has less length costistributed manner using onl@)(n) communications under
and power cost for broadcasting; it has smaller node powertte local broadcasting communication model.
keep the connectivity. The messages used for construction ofor topology control of the wireless network, there are
IMRG are slightly more than the one of LMST. The simulatiotwo objectives: either minimize the maximum node power
results confirm all of our theoretical analysis. Remember minimize the total node power needed to guarantee the
that IMRG maybe spend)(n®~!) times of power of the network connectivity. We showed that it is impossible to have
optimum for broadcasting. However, our simulations show thatdeterministic localized algorithm to construct a connected
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Fig. 4. Results when the number of nodes in the networks are different (féoim 500). Here the transmission range is se2&®m. Number of messages
with * does not count messages for collecting 2-hop neighbors when building eMST

structure such that the maximum node power based on thi Yu Wang, Xiang-Yang Li, and Ophir Frieder, “Distributed Spanner with
structure is within a constant factor of optimum. Our structure

IMRG has total edge length within a small constant facto»[6

of that MST. However, its total link power (or node power)

could still beO(n?~1)

times of the optimum to guarantee the

network connectivity. We leave it as future research whethdf!
there is a deterministic localized algorithm to construct a
connected structure whose total link power (or node power) il
within a constant factor of that of MST.
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