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P
icture  Archiving and Communica-
tions Systems (PACS) are the back-
bone of the totally digital radiology

department. They supply the communica-
tions, storage, and user-interface. PACS
attempts to utilize computing power to
increase the efficiency of the radiology
department in a cost-effective manner. In
this article, we describe the system, and
the complications of database design and
communications constraints. We con-
clude with a discussion of future research
that should be addressed to further PACS.
Included is a brief description of the func-
tions and advantages of a commercial
PACS system called CommView@.
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is used in some PACS to store the oral
voice version of the radiologist’s ex-
amination report or to communicate
remotely between the radiologist and the
referring physician. To associate the
proper voice data with the proper image,
and the image with the proper text,
database models, such as relational and
object-oriented, are used.

that the information be retrieved from
some of the other hospital systems. The
automated PACS attempts to integrate all
of the functions of the manual radiology
department into a networked facility
operating in a systematic way.

D
atabase  Requirements
PACS focuses on the radiological
examination as the primary entity.

T
he Manual Radiology Department
In the manual radiology department,
manual film libraries exist to store the

D
atabase  Issues
PACS data consist of text, image, and
voice [l]  (multimedia data). The data

film images. Images taken from various
modalities (computed tomography, x--
Ray, etc.) are stored in a patient folder.
When the radiologist is ready to examine
the image, he/she requests the image from
the film library, schedules time to view the
image, views the image, possibly views
previous (older) images, discusses the
case with the referring physician, and
writes the examination report.

The examination report is placed with
the film in the patient folder, and the folder
is, once again, filed away. This process
results in much wasted time and wasted
resources. Images that are lost or misfiled
must be rescheduled and retaken. Because
the filing system is manual, the retrieval
time of the image is, optimally, on the
order of minutes. The lack of sufficient
film reading stations makes it difficult to
schedule time for the examination of the
image, which in turn makes it harder for
the referring physician to obtain the
results in a timely manner. It is difficult to
obtain a copy of the image without the
need for a digitized hard-copy to be
generated upon request. Additional infor-
mation for a patient (billing, location, etc.)
is difficult to obtain without requesting

consist of the patient information, includ-
ing patient id, location, physician, etc. The
image component consists of the multiple
images that make up an examination. On
average, the size of one radiological
image is 10 MB [2] and can be as large as
50 MB [3] for a 2048-by-2048  [3]. Voice

One examination includes textual data,
images, and possibly voice. A database
design must be chosen such that a relation-
ship exists that links the three data types
to form one examination. Since response
times maintain a two-second maximum
[2], the database design must provide ef-
ficient retrieval. To maintain acceptable
performance, images are compressed so
that the network transfer time and utilized
disk space are minimized. With the com-
pression, though, the image must maintain
an acceptable quality (lossless), and the
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1. The storage level hierarchy for PACS data.
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speed of the compression and decompres-
sion must be minimal [4].

When radiologists view an image during
an examination, they often also access
previous examinations. Therefore, the
system must be able to retrieve previous
data by both the primary key and by the
content of the image [3].

Images/examinations are deleted if the
patient dies or the image exceeds the legal
18 year retention period [2]. Since the
most common operations are to add and
retrieve data, emphasis should be placed
on making these operations optimal. If a
distributed database design is used,
remote fragments must be efficiently
identified to increase the performance of
the PACS.

The transmission of image data must be
reliable, and the system must be secure.
All images and examinations in the
database must be printable. Numerous
people must be able to access an exami-
nation concurrently, especially when
there is remote consultation between a
radiologist and the referring physician.

PACS must remain operational even if
one machine on the network goes down or
a new one needs to be added. Through
digitization, existing (pre-PACS) patient
film reports must be entered into the
PACS. Also, the system must be flexible
enough to allow for an interface to the
hospital information system (HIS) and the
radiology information system (RIS).

T hree-level Hierarchy
The size of the radiological images
dictates that storage media are needed

that are capable of handling the large
volume of data. Since images must be
saved for up to 18 years, three levels of the
database are defined. The table shows the
levels, the associated retention period, the
types of storage media used, and the ap-
proximate storage capacity [5], with images
older than 3 years residing in a tape storage.
Figure 1 shows the leveled concept.

By using this leveled approach, the most
requested images reside in the fastest
memory, so that the retrieval time is min-
imized. Unfortunately, not all images
requested by the radiologist are less than
seven days old. Therefore, data migra-
tion is needed to move the older data
into the faster memory for retrieval, and
alternately, to move data from higher
levels to lower levels once their age is
greater than the maximum age for their
resident level.

Downward migration is triggered by the
time stamp associated with an image, Pe-
riodically, the software in charge of each
level scans a table containing the time
stamp for the resident images. If the date
is greater than the maximum for that level,
the image is moved to the next lower level,
thereby freeing the faster memory for the
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Table: Three-Level Hierarchy

Level Retention Typical Storage Approximate
Period Media Storage Capacity

21 GB

2 8 to 31 days Automatic Optical 31 GB
Disk Juke Box

3 3.2 days to 3 years Manual Optical Disk 3.2 TB
Juke Box

more recent images. The image date is
then recorded in the lower level time
stamp table. If an image is accessed from
the highest level, or the image from a lower
level is updated, the image is assigned a new
time stamp and resides in the highest level
for a minimum of seven more days.

Upward migration occurs upon receipt
of a request by a radiologist or physician
for an image that is more than seven days
old. When this image is accessed, the date
count is reset, and the image will reside in
Level 1 for a minimum of seven days. This
request could either be on-line or off-line.
If the request is on-line, the image
retrieval could take up to a few minutes
because of the access time of the slower
storage media. If the request is made off-
line, the images are retrieved prior to the
radiologist accessing them. (The images
are pre-loaded prior to his/her arrival at the
viewing workstation.)

D atabase  Design
Database design is not a trivial task.
Hedgecock, et al. [6] have identified

some of the required information that
comprises an examination. The data in-
clude the patient’s name, identification,
date of birth, contact name, hospital iden-
tification, date and time of the exam-
ination, type of modality, examination
type and location, images, and attending
and referring physicians. The final report
contains the interpretation of the exami-
nation, as well as the original ordering
information. Since the images must be
included with the textual information and
possibly voice, standard commercial
databases alone do not suffice.

Typically, only data from a single
patient at a time need be viewed or ac-
cessed together. Therefore, a design for
PACS that mimics the manual approach
has been suggested. This approach is
based on the patient folder concept [7].
When the radiologist receives the folder
for the patient, he/she has access to almost
all of the information needed to make the
examination report. The folder contains
all of the textual information stated above,
plus all of the images (old and new) for the
patient. Therefore, the radiologist has at
hand all supporting information from pre-
vious examinations.

IEEE ENGINEERING IN MEDICINE AND BIOLOGY

Many PACS databases try to mimic the
folder approach in an automated fashion.
It is difficult, however, to provide all of
the images for a given patient whenever
only one is requested. Therefore, pre-fetch
algorithms and expert systems are used to
predict the next requested image and to
load the local device before it is requested.

Several methods have been defined to
utilize alternate database approaches. An
extension of the relational database model
and an object-oriented approach have
been formulated, as described below.

R elational Considerations
The relational database approach is
popular in commercial applications.

To use the simplicity of the relational
database approach for text, and to enhance
the model to allow for images, Martinez
and Nemat [3] have defined an extension
to the relational database model- the
database archive system.

There are three key components in their
extended relational approach: the front-
end interface, the system manager, and the
storage system. The front-end handles the
communications using the ACR-NEMA
Protocol [8]. (The ACR-NEMA Protocol
was developed to facilitate point-to-point
communication between imaging
devices.) The system manager is the heart
of the system, where database control
takes place. The storage system is the
storage area for text and images, and uses
the three-level hierarchy discussed pre-
viously. To increase the retrieval rate of
images from the Level 1 hierarchy, the
image should be split across disks such
that the reading and writing can be done
in parallel. This approach is a modifica-
tion to the horizontal and vertical par-
titioning schemes commonly employed in
multiprocessor databases [9].

The system manager is composed of
multiple functional elements and is re-
sponsible for processing queries and stor-
ing new data. The functional elements
include a request processor for parsing
and scheduling requests, as well as execut-
ing them. The request processor controls
the allocation and de-allocation of the sys-
tem resources. A database manager is
responsible for accessing (storing and
retrieving) the image and patient files. To
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monitor the space on the storage media,
the file manager oversees the physical
storage by controlling all of the physical
allocations and de-allocations. It also
returns the physical address associated
with an image. A migration manager
provides the functionalities previously
discussed. Lastly, an expert system
processes all requests for image data by
content. The system manager is that. part
of the system which performs the relation-
al aspects.

The textual information relating to a
patient, e.g., name, billing information,
etc., is stored in the patient file. The image
data file contains information about every
image.  This  information includes
specifics on the characteristics of the
image data, how it is to be accessed, and
a logical disk address of the location of the
image. To enhance the retrieval of addi-
tional images by the radiologist or sub-
sequent images from a multi- image
examination, relationships are stored in a
knowledge descriptor, which maps im-
ages to other related images based on
relationships. For example, a patient has
an examination that required five im-
ages. These images are related to each
other by the origination of the examina-
tion, e.g., MRI, the date of the examina-
tion, the referring physician and the
radiologist. In the system manager, a
storage table is kept to map the logical
to physical address for a given image, and
to keep track of the amount of used/un-
used storage space [3].

Another relational database design has
been prototyped by Karmouch, et al. [ 11 .
This design is similar to the previous one,
in that a relational database is used for the
textual data. In this scheme, the database
system is divided into two portions. The
first, the radiology information database,
manages the information regarding the
examination such as status, and descrip-
tors that link logically to the multimedia
database  sys tem.  The mul t imedia
database system contains the physical un-
formatted text/image/voice. For efficien-
cy and standard retrieval, each data type
is located on a separate device such that
information specific routines are imple-
mented to handle the retrieval of data. For
example, only routines that are needed to
retrieve image data are installed on the
image device.

With this design, the functions provided
by the relational database model (select,
etc.) are not available to the user. Instead,
custom made functions are the interface to
the user. For example: Get archived
reports (Patient#).

One key problem with the relational ap-
proach is the complexity required to query
the database by the content of the image.
Radiologists, however, typically retrieve
all images that contain a specific feature for
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a particular patient. For example, “retrieve
all images for John Smith that include the
left hand.” Designs utilizing an object-
oriented approach have been developed
that support such retrieval [ 10, 111.

0 bject-Oriented  Des ign
In the PACS domain, the object-
oriented database approach selected

enables images to be retrieved by content.
Whereas in the relational database ap-
proach, image, text, and voice are handled
separately, the object-oriented approach
attempts to link these types and the opera-
tions on them. In other domains, an object-
or iented,  network-wide,  mult imedia
prototype system [ 121 collects infortna-
tion used by the biological community for
the study of nematodes.

To store images by the object-oriented
approach, descriptive information is in-
cluded with the images. By developing
some distinct operations on the different
types of images, the user can query the
database and identify those images that
contain a particular surface.

To identify the content of an image, the
image must first be broken down into
smaller parts. At the highest level, an
image is separated into segments. A seg-
ment defines information on objects con-
tained in that segment. For example, if
segment A contains an object, such as a
tumor, the segment defines the coordi-
nates of the tumor within the segment. The
segments are broken down further into
smaller parts, which provide more de-

tailed information such as linear segment
midpoints. Finally, the segment parts are
related to the object.

C

entralized Approach
A PACS database can either be lo-
cated central to all modalities and

display stations or it can be distributed
throughout the hospital, the campus, the
city, or even nationwide. For tutorials on
medical image modalities and display sys-
tems, see [ 131 and [ 141,  respectively. This
section covers the centralized approach.

Centralized Databases were considered
the “norm” in some of the first PACS
systems. Once images are acquired, they
are stored in the central database, and any
workstation that needs an image submits
a request over the network to the database.
The image is then transferred over the
network to the requesting workstation,
where it is stored in the workstation’s
local memory. With this technique, the
image and text data are controlled by one
central node, with a relatively simple in-
terface. Figure 2 shows a typical cen-
tralized PACS approach.

Many studies use the centralized ap-
proach [15, 161.  This approach uses one
database to store and process all of the
data. Requests for data come to the central
point and are processed there. Although
the centralized approach offers some good
advantages, such as consistency and in-
tegrity, several problems have been
detected. First, with a large PACS, a re-
quest to the centralized database is expen-

RADIOLOGY

= Interface
= Communicatnns  Link
= Magnetic Resonance Imaging
= Ultra Sound
= Computed Tomography
= WorkstationNiewing  Station
= Hospital Information System
= Radiology Information System

2. Example of a centralized PACS.
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sive. The time for the central PACS to
parse and execute the request, and then
return the requested information, can
range anywhere from several seconds to
several minutes, depending on the system
load. Therefore, in a very busy system, the
performance is degraded and the “accept-
ability” of the system by users may not be
forthcoming.

Second, in a centralized system, there is
only one database, and any hardware

or system problems may halt all of the
radiological operations. If the hardware or
software needs to be upgraded, the system
may need to be shut down as well, and this
scenario is completely unacceptable for
areas such as emergency and operating
rooms. The centralized database is con-
nected to the requesting devices via a net-
work link through which all database
requests are routed. Thus, the link is likely
to become a bottleneck if the number of
requesting devices connected is high. Be-
cause the data returned are images, large
information packets are transmitted,
which may cause the link to degrade sys-
tem performance.

When dealing with a PACS, the needs
for radiological images extend beyond
just the radiology department. There are
needs in the emergency room, the oper-
ating room, the intensive care unit, etc. In
a large hospital, where there are often
multiple buildings, remote workstations
and acquisition modalities can be widely
separated. Take also the case where a
hospital supports a mobile x-ray unit that
acquires images and possibly views them
from locations that are far from the central
database. Poor image resolution may
result from noisy transmissions, more
likely at greater distances.

D istributed Approach
To solve the deficiencies of the
centralized database, designs using a

distributed approach have been inves-
tigated [ 17, 181.  The distributed database
is broken up into fragments of data (sec-
tions of the database). These fragments are
located at several sites throughout the sys-
tem. The location of each fragment must
be carefully planned such that the opera-
tions from one section of the hospital are
most likely to use the data in the closest
local segment. If the data are stored
remotely, they can be routed to the
workstation’s local memory to allow for
decreased response time in subsequent
retrievals. Also, if most of the images that
need to be retrieved are stored locally, the
network will not be occupied with as
many requests. To determine the storage
site of the data requested, the local stations
must contain a directory of locations. This
directory must be maintained by the sys-
tem to reflect any changes.
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If a user requests an image, the system
will look for the station on which the
image resides. If the image resides on the
current station, the system only needs to
acquire the image from the local disk. If
the image is located on a remote station or
archive, the station requests a copy of the
image from the remote site. The remote
station then transfers the image to the local
station and loads the image into local
memory. Optimally, most of the image
requests from a distributed database loca-
tion should be found on the local system
if the PACS distributed database frag-
ments has been effectively planned. Fig-
ure 3 shows an example of a distributed
PACS where the database is broken into
fragments spread across the network.
Fragments exists in the emergency room,
the intensive care unit  (ICU),  and
pediatrics, as well as in the radiology
department. There is a repetition of frag-
ment C in both the ICU and the radiology
department, since this are critical data and
must be referenced quickly from both
locations.

lows for the planning and modular

Strategically placing the data where they
are most likely to be accessed increases
the system performance by reducing net-
work access time. However, with the dis-
tributed approach, network transmission
issues such as data security are further
complicated. Also, new concerns such as
data replication are introduced.

The distributed auuroach  to PACS al-

implementation. Since the system is
spread out, if one machine goes down, the

merit; ha%  been described [21].

other locations connected over the net-
work remain operational. More worksta-
tions and fragments can be added to the
system, thus allowing theoretically un-
limited growth without requiring shut
down of the system. An example of a
distributed software architecture that sup-
ports the updating of programs and data
without interruption is described in [ 191.

A distributed approach is more cost-ef-
fective since it supports incremental
growth. Since PACS is quite expensive
and cost-benefit analysis is inconclusive,
modularization satisfies many needs
without a large price tag. However, sys-
tem implementation costs are higher for
the distributed system (software, etc.) be-
cause additional functionality must be
added to handle the database fragments at
remote stations. Lastly, since the images
are either transferred remotely to the local
memory, or the images are immediately
available locally, the quality of the image
will not be degraded.

Currently, data placement strategies that
attempt to maintain balanced processing
times across all nodes are being developed
by Siegelmann and Frieder [20]. An even-
ly distributed processing load results in
average query response times. The com-
munication issues associated with the
design of a modem data network environ-
ment. e.g.. a distributed PACS environ-
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3. Example of a distributed PACS.
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The cost of PACS is a driving force in
the push for distributed processing. With
a modular design, it is feasible to build the
PACS piece by piece. With the centralized
design, the cost of buying an entire PACS
can be quite expensive [22]. All in all,
distributed PACS offer more advantages
over the centralized approach when the
system is  large and/or  physical ly
separated. Centralized PACS is good for
smaller radiological systems.

D ata  Retrieval Techniques
Relational databases retrieve images
based solely on the accompanying

textual data (e.g., Patient Name, date).
With an object-oriented approach, image
data are retrieved based on rules that scan
the characteristics of an image for matches
(e.g., body parts, curves). These rules
basically define an expert system. An ex-
pert system can also be incorporated into
the relational database approach to allow
query by image content. A function
known as pre-fetching [23,24]  will assist
the radiologist by fetching any related im-
ages and loading the images locally before
requested. The ability of a radiologist to
have comparison images pre-loaded, sig-
nificantly reduces image retrieval time
and hence the total diagnostic time.

Two methods utilized in pre-fetching are
rule-based systems and machine learning
[23].  Pre-fetching can use a standard set
of rules installed on the workstation, with
a probability of occurrence for that rule.
The rules trigger questions about the
image requested. Based on the “weights”
associated with rules, the one with the
highest net weight is executed. The
weights are determined by consulting ex-
perienced radiologists and using their ex-
pert knowledge to determine the most
common actions used in studying an
image. If the radiologist frequently re-
quests the most recent study of a patient,
but rarely requests the next most recent
study, the most recent study will have a
higher weight than will the next most
recent study [23]. For example,

RULE:

IF study = any study

AND a previous comparison study of
the same modality is available

THEN prefetch the most recent study
(Probability 1 .O)

AND prefetch the next most recent
study (Probability 0.15)

The radiologist can customize the rules
to conform to a preferred retrieval scheme.

In identifying the rules in a system using
pre-fetching, studies are performed to
determine the usage patterns. A “knowl-
edge acquisition” approach can assist in
identifying these rules. This process in-
volves observing the operations of the
radiology department and the radiologist.
Lui Sheng, et al., identified criteria for
retrieval to include patient name or id, age,
sex, section, current disease, medical his-
tory, modality, anatomical portion, proce-
dure number and age of films. They
showed that the retrieval patterns also
seemed to be specific for certain functions
of the hospital. For example, the retrieval
patterns for the pediatric section were uni-
form throughout, but differed from the
other sections of the hospital (cardiac care,
etc). Therefore, different sets of rules need
to be defined specific to each section of
the hospital [22].

Through utilizing an expert system, the
rules can grow as familiarity by the
radiologist increases, and more specific
rules are identified. Since learning tech-
niques have only recently been employed
in the PACS domain, much work is
needed to determine their effectiveness
and efficiency. Levin, et al. [23] suggest
supplying the workstation with a “ma-
chine learning” mechanism to monitor the
success of the radiologist in selecting one
of the pre-loaded images. This learning
mechanism would deduce the radiolo-
gist’s pattern in selecting a next image,
then alter the individual machine rules.
Intense calculations are not possible,
otherwise performance of the individual
workstation would diminish. This method
could prove productive, provided that the
overall performance is not degraded sig-
nificantly.

I

mage Compression
With the disk storage size of a medical
image on average 10 MB, it can take

from seconds to minutes to retrieve an
image in its original unaltered state. For
this reason, techniques have been devel-
oped to compress images so that trans-
mission t ime and storage space are
minimized, without appreciably degrad-
ing image quality. In the medical domain,
the eye must not be able to detect any
change in the original image as a conse-
quence of compression and then decom-
pression. The quality of the image should
not deter the timely reporting of an ex-
amination, nor should it cause false inter-
pretation. To this end, much research has
been done to identify techniques that will
fill this need. Several accepted techniques
include discrete cosine transform coding
(DCT), and block truncation coding
(BTC). These techniques are beyond the
scope of this article. The reader is referred
to [25] and [26] for further details. Rather,
we deal in this section with the perfor-

mance  aspect of compression, how it af-
fects the PACS, and for which features of
the PACS it is appropriate.

An image in its original unaltered state
is known as an original-raster scanned
image [27].  When such an image is trans-
ferred over a communication link to a
remote workstation, it must be segmented
into smaller pieces, and header informa-
tion must be added to identify the image
and enable the receiving workstation to
reassemble the image. Therefore, this
image cannot be displayed until the entire
image is received and the individual seg-
ments reassembled, a time consuming
process. With compression, however, the
image can be reduced to a size that can be
sent in one segment. The image is sent,
and then decompressed and displayed,
since only one image transmission and
one image segment is required. Com-
pressed images may also fill more than one
segment to allow for higher resolution. This
method has become very effective when
employed in image “browsing” [27].

Through image browsing, a radiologist
can effectively scan each image in a given
patient file to view the actual image being
sought. Upon startup of the image display,
the first compressed image fitting into a
single segment is displayed. If the user is
not interested in viewing this image, the
next single-segment compressed image is
displayed, and so on. When wishing to
view a particular image, the user simply
stops browsing. While the image is being
viewed, higher resolution images are sent
over the link, and it overwrites the dis-
played image. Therefore, the image will
continue to increase in resolution while
being viewed. Since the radiologist is
generally searching for specific charac-
teristics of an image, and most of the
images viewed do not  meet  these
specifications, a majority of the images
are never viewed long enough to require
increased resolution. Thus, the com-
munication link is not burdened with the
heavy traffic load associated with the
transmission of original raster scanned
images, and the user may view the image
immediately. The compression method
used for this type of operation is known as
pyramid data structures [28]. In particular,
the reduced-difference pyramid data
structure takes the difference between
two-by-two nodes, with three of the four
differences retained. This method reduces
the size of the resultant image by 25 percent.

Each compression method has its advan-
tages and disadvantages. With the adap-
tive discrete cosine transform coding
(ADCT), the image quality is good, but
the quality of the sharp edges is not main-
tained. The block truncation coding
(BTC) reconstructs sharp edges well, but
the general quality of the image is de-
graded. To reconstruct an image of high
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quality, Nakagawa, et al. [29] have de-
fined a “hybrid” technique, which utilizes
both ADCT and BTC compression meth-
ods. In the hybrid technique, an original
image is divided into 16-by-16  pixel
blocks, and the edges are extracted by a
3-by-3 edge operator. If the maximum
edge value in the block exceeds a certain
threshold, the block is judged to have
edges. For blocks which do not have
edges, ADCT is applied to ensure good
quality reconstruction. For blocks having
edges, a BTC-based method is first ap-
plied to the image, then ADCT is applied
to the difference between the BTC-
reconstructed image and the original
image to improve image quality. This
hybrid technique has been shown to
produce images of a quality comparable
to the original, while delivering storage
and transmission savings as well [29].
More detailed information on image com-
pression is available [4,25,28,29,30].

s

torage  Media
Storage devices that  can hold
gigabytes of data with relatively effi-

cient access time are in great demand in
the PACS environment. Research con-
tinues to consistently improve PACS by
providing a storage media that can hold
many images and is accessed quickly.

For level 1 in the migration hierarchy,
magnetic disks are preferred due to the
required access rate. Currently, the most
used storage devices for Level 1 are the
fixed Winchester disk and the removable
disk. These drives offer quick access and
are inexpensive, but they can only store on
the order  of hundreds of megabytes of data.

Generally, for levels 2 and 3, optical
disks are used. Because optical disk tech-
nology compromises rigid response time
requirements, they can not be used for
level 1. The more popular optical devices
include CD-ROM (compact disk, read
only memory), WORM (write once, read
many) optical disks, and optical erasable
disks. Since data can only be stored on the
CD-ROM at the time of manufacture, with
the exception of educational purposes
[31],  this device is not useful to a PACS.
The WORM optical disks are the most
common for levels 2 and 3. They offer
large storage up to and exceeding 2 GB
per disk. Typically, at these levels, the
WORM optical disks will be used in a
multiple-disk (jukebox) package.

An optical disk jukebox is based on the
record changer concept. It allows access
to more than 89 optical disks in one
jukebox, and selects which disk to read
from or write to. The jukebox changes a
disk in approximately eight seconds [32].
The optical erasable disk can be reused by
erasing existing data and writing new
data. Because erasing an area on a disk and
then re-writing over it is a time-con-

suming task, the time to access or write to
the disk is greater for optical erasable
disks than for WORMS. Since PACS use
mainly add and retrieve operations, even
a small amount of processing time lost due
to using an erasable disk is not warranted.
Furthermore, the cost of erasable optical
disk technology is currently significantly
greater than WORMS. Therefore, data
storage WORM disks in a jukebox con-
figuration are the best solutions, to date,
for levels 2 and 3.

Additional archival storage devices in-
clude optical tape and cards. Optical tape
stores approximately 1 TB of data per 12
inch reel, and the transfer rate is 3 MB per
second [32]. Optical tape is useful for
level 4 data (3+ years). Because optical
tape stores significantly more data than a
magnetic medium, fewer tapes are needed
to store long term data. Another option is
the optical card, which is the size of a
credit card. Its storage capability currently
exceeds 200 MB. Its primary application
is for the storage of image data that need
to be transported. Thus, the card, in effect,
would be a miniature, digitally capable, in-
tegrated “fihnless”  patient folder [33,34].

C

ommunication
PACS communicat ions  involve
local-area, and wide-areanetworking.

Before the issue of communication tech-
nologies can be addressed, one must know
how to communicate between multi-ven-
dor modalities. In the early days of PACS,
no standard existed on which equipment
manufacturers could base their communi-
cation design; hence, manufacturers
developed their own methods. This tech-
nique would have been effective if every
modality that would ever communicate in
a particular hospital was manufactured by
the same company. This, however, was
not the case, and a standard was thus
needed.

A

CR-NEMA Protocol
The American College of Radiology
and the National  Equipment

Manufacturers Association (ACR-
NEMA) joined together to develop a
standard for the point-to-point interface
between two imaging devices.  The
protocol provided a “hardware interface,
a minimum set of software commands,
and a consistent set of data formats for
communication across an interface be-
tween an imaging device and a network
interface unit or another imaging device”
[8]. A standard was needed to enable im-
aging equipment manufactured by dif-
ferent vendors to communicate. The
then-available data communications
standards did not support high speed
transmission (140 Mbps or greater), nor
did they support rapid access time for
large volume image data. The ACR-

NEMA Committee attempted to stan-
dardize the method of communication be-
tween two imaging devices, but fell short
of providing an optimal solution to the
communication problem.

The ACR-NEMA Protocol is based on
the OS1 (open systems interconnect)
model. There are six layers defined (from
highest to lowest): application, presenta-
tion, session, transport/network, data link,
and physical [8]. In brief, the physical
layer supports the transfer of data over the
hardware interface between imaging
devices or image device and a network
interface unit. The data link layer supports
data flow control by framing the data and
adding control and error checking
headers to the frames. The transport/net-
work layer uses virtual channels to send
segments of a message over the inter-
face, The session layer ensures that an
end-to-end communication link is main-
tained during transmission and receipt of
data. The presentation layer organizes a
message into groups and elements. The ap-
plication layer instructs the receiving device
on what operations to apply to the data.

Although the ACR-NEMA Protocol did
provide a much needed standard, it has not
been fully applied by the equipment
manufacturers or product developers.
Several problems exist with the present
standard. First, it is vague; the protocol
specification is incomplete. For example,
Toshiba and Matrix Corporations each
developed ACR-NEMA interfaces for a
pilot PACS [35]. Because of a misinter-
pretation of the protocol, both companies
implemented the frame check values dif-
ferently. Without constant supervision
and coordination, multiple vendors can
still implement the “standard’ in different
ways.

Second, the packet size, now set at 4
KBytes  (2K words at 2 bytes per word
[S]), is insufficient to support the vast
volume of data transferred and should be
set higher to fully use the available
bandwidth. Also, the number of data lines
should be doubled to use the physical
interface to its fullest. Since a PACS is
highly networked, the additional speci-
fications for a separate network layer need
to be provided. McNeill,  et al., describe
the ACR-NEMA physical layer as a bot-
tleneck of the PACS environment. The
need to connect devices via network inter-
face units makes the standard cumber-
some to use because of difficulties with
the flow control [36].

One of the greatest contributions of the
ACR-NEMA protocol is the standard
message format. It provides descriptive
information about the image including
patient name, physician name, etc. Al-
though the performance issues are a
limitation of the ACR-NEMA protocol,
and are likely to be changed, the message
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format is likely to survive. Because the
message format is so descriptive, mes-
sages can be reassembled when the image
fragments are sent separately. Also, the
message format contains information that
is key to the image database in relating the
image to the patient.

C

ommunication  Media Use
The needs of the Radiology depart-
ment and the hospital will dictate the

types of communications available. For an
inter-hospital PACS, a LAN fiber optic
communication link can be used [35, 37,
381.  Other links can be used (Ethernet,
etc.), but fiber provides the best overall
transmission.

The IEEE 802.6 DQDB MAN standard
allows the simultaneous transfer of radio-
logical images and voice communica-
tions. Thanks to its high transmission rate
(exceeding 150 Mbps per bus), the DQDB
MAN is very effective with systems that
allow browsing. It can also be used for
remote consultat ions between the
radiologist and the referring physician,
where voice is actually carried over the
network [27].

ISDN is a worldwide public network
standard governed by the International
Consultative Committee for Telegraphy
and Telephony (CCITT), and the Ameri-
can National Standards Institute (ANSI).
ISDN’s  goal is to provide efficient, end-
to-end digital communications of voice
and other types of packet-switched and
circuit-switched data, simultaneously
over the public switched network [39].
ISDN technology will allow a radiologist
at one hospital to communicate with other
offices via a phone line [40, 411  at an
acceptable rate.

Satellites have also been proposed to
communicate over an inter-hospital
PACS. The advantage to this approach is
to have the database located in one hos-
pital, while the viewing stations may be
located in different hospitals. Also, satel-
lite transmission can be readily used to
transmit images to different local data-
bases at other locations [42].

There are many communication options.
The one that is optimal for a particular
hospital depends on the size of the hos-
pital, the location of the workstations, and
the stated requirements. There is no one
formula for PACS. It is a custom designed
system.

Th e CommView@  System
CommView is  a  PACS system
developed jointly by AT&T and

Philips for radiology applications. The
Radiology Operations System (ROS) in-
tegrates the PACS with the radiology in-
formation system (RIS) and the hospital
information system (HIS). The ROS,
based on a modular approach, allows for
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the incremental growth of the PACS
within a hospital.

Within CommView, the PACS portion
implements the image management by
providing the functionality for image ac-
quisition, transmission, display, and ar-
chival. The RIS handles the administrative
portions of radiology such as patient
scheduling, film tracking, report prepara-
tion, billing, and operations analysis
(measures of productivity). Lastly, the
HIS assists with patient registration, lab
system functions such as ordering, order
entry, radiology procedures, and financial
systems and statements. Although each
system may provide similar functions
separately, CommView allows for their
integration while providing consistent
data and reducing redundancies. Overly-
ing these three operational systems is a
communication architecture that makes
the integration complete [43].

CommView acquires images via an ac-
quisition module (AM), which transmits
the image from the particular imaging
modality to the data management system.
Each acquisition module can connect up
to five modalities. Short distance trans-
missions take place over LANs  such as
E t h e r n e t ,  StarLan,  a n d  A T & T
ISN/Datakit.  Remote transmissions are
via contract microwave services, dial up
analog services, ACCUNET, and ISDN.
CommView supports the bus, ring and
star LAN topologies. Viewing capabilities
include a standard viewing screen that
allows for 1024-by-1024-by-8  bit image
display, an advanced viewing station that is
capable of 1024-by- 1280 resolution with 64
concurrent images displayed, and a high
resolution 2K-by-2K  display station.
CommView has good capabilities and may
be configured in a variety of ways.

F

uture Considerations
Now that the first set of Picture
Archiving and Communication Sys-

tems are being implemented, there are still
some major issues that will affect the
second wave of PACS. The ACR-NEMA
protocol should be enhanced. There is also
a need for fast networking capabilities.
Storage devices that provide high density
storage and minimal access time are re-
quired. Until the day when we see a
read/write optical jukebox capable of
handling hundreds of terabytes of data
with a response time of under two sec-
onds, the PACS community will not be
satisfied.

Database technology will continue to
pursue a flexible method of image re-
trieval by content. Knowledge acquisition
techniques and expert systems will con-
tinue to be used and analyzed for their
effectiveness. Methods of pre-fetching to
load the next requested image need to be
studied in greater detail.
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Motivated by the rigid response time
demands, an integrated, parallel, archival
and display system is being studied at
George Mason University. Multiproces-
sor based image generation algorithms,
such as the isocontour extraction algo-
rithm [44],  are used to reduce the image
generation time. By storing the data in a
hypercube multicomputer database sys-
tem and executing the image generation
algorithms on the same database engine,
an integrated parallel archival and display
system is achieved [9]. Other areas of
research include user interface and
workstation design [ 14,45,46,47],  a wide
variety of networking [35, 37, 38, 481,
interfaces to HIS and RIS 1491,  and net-
working capabilities to transmit image
and voice at very high speeds [50].

C

onclusion
A Picture Archiving and Com-
munication System is the solution to

the progressing need to computerize the
radiology department. PACS differ in
their demands from many computer sys-
tems in their composite requirements of
fast response time, high quality display,
remote and local access, large data re-
quirements, and long data retention (up to
18 years). PACS help to provide efficient
support  to  radiologists  and other
physicians, providing better accessibility
to examination results. By allowing
remote consultations, time and money are
conserved. By permitting hospitals over a
wide area to share images, the patient will
not be subjected to, and will not need to
pay for, duplicate images. To gain fully
from the PACS, it should be integrated
with the HIS. Thus, whenever an order is
placed for an examination, the HIS will
cross-check with the PACS system and
ensure the patient’s previous images are
retrieved [5  I].

PACS research has not ended. It will
continue to grow with each new technol-
ogy. The quest will continue to improve
the performance, the display, and the
accuracy of the PACS. Although differ-
ent techniques are applied to utilize a
PACS, a new PACS is modeled for each
radiology department. Unfortunately,
there is no one formula or design for a
general PACS. Until such a design is
available, PACS research will need to
continue and will be based on the needs
of the individual hospital.
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