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Abstract

Peers in peer-to-peer file-sharing systems use

conjunctive queries as a way of controlling queogtc

in the absence of information about the behavior of find desired results.

other peers. Conjunctive queries are good at iacre

sing the precision of query result sets, but may beresults may fail to match long queries.

overly selective, decreasing overall performande
consider relaxing the conjunctive matching criterio

network, the user at the client has fewer reshhsugh
which to search.

However, the conjunctive matching criterion has a
disproportionately negative impact on the ability t
As queries grow, they become

In the worst case, aleveht
This is
particularly problematic in P2P file-sharing system
because descriptors are limited in length (a fie@as

increasingly selective.

and its impact on performance and cost. Experimlenta typically limited to about 200 bytes).

results indicate that significant performance
improvements are possible at reasonable cost.

1. Introduction

Peer-to-peer (P2P) file-sharing systems are argadi
application of P2P technology. In such systeniss fi

are binary and must be described independently by

users (publishers) who share them. To find a #fle,

We propose relaxing the matching criterion, thereby
returning more results to the client as a resulthef
query. In particular, we propose using disjunctiues-
ries instead of conjunctive ones: a query matches a
descriptor if any query term is contained in thealip-
tor. We hypothesize that this will have severaifoe
effects, two of which are:

* Increasing the likelihood that the desired file is
returned as a result of a query. As mentioned ahbave

user composes a query made up of relevant terins. llonger, overly selective query reduces the likaditho
these terms “match” those used by a publisher to de that any result will be contained in the result set

scribe the file, then the file’s descriptor and phublic-
sher’s identity (e.g., a filename and IP addresspect-
tively) are returned to the client. This infornaatiis
used by the client to identify and download the.fil

Most P2P file-sharing systems support only
conjunctive queries [1] — all query terms must appe
in the file’s descriptor for a match to occur. One
reason for using conjunctive matching is that its
performance is intuitive to a user: as the number o
terms in a query increases, the result set shautddre
selective and more precisely fit the desires ofuther.

The conjunctive nature of queries helps conserve | TR 8 k
Because peers respond to guerie particular file in a zero-knowledge P2P file-shgrin

bandwidth as well.
independently, it is reasonable for them, in therest
of efficiency, to be conservative, and return the

smallest result set. Besides taking a load off the

* Increasing the amount of metadata available for
identifying the desired result. Each descriptor
(contained in a result) contributes to describinfjea
Increasing the number of contributing descriptors
makes the desired file more identifiable.

We claim that the improvement in query accuracy
the — ability to identify the desired result - atfed by
disjunctive matching outweighs its negative impat
efficiency. In addition, simple techniques can be
applied to improve efficiency.

In this work, we assume that a user is searching fo

environment. That is, the network and the sehafed
data are dynamic as peers autonomously join ane lea
the system, and there are no centralized indicemgt
global statistics and no central controller usihgn.



This is a conservative assumption, but simplifies o
model and is inclusive of most applications, suslthe
current generation of P2P file-sharing systems @l w
as mobile P2P applications. Finally, the user pose
queries for the desired file using a set of terihe s
believes best describes it.

2. Related Work

Much of the work done in P2P file-sharing systems
is in the design of structured network topologiasdd
on distributed hash tables (DHTs), which maximize
routing performance [8][9]. Search in basic DHSs i
exact keyword matching, and, to support multi-key-
word queries, multiple inverted lists must be main-
tained and their intersections must be computed [4]
Other techniques to reduce the cost of queriesidiecl
the use of Bloom filters, the maintenance of addéi
statistics and inverted indices [15], and the Ufssom-
posite instead of single keywords [20]. Searchtincs
tured P2P file-sharing systems is guaranteed tbtfie
desired file if it exists. However, structured P2&-
works are known to suffer when the environment is

searching in P2P networks. pSearch uses latentnsema
tic indexing (LSI) as the indexing technique, and a
DHT as the P2P routing infrastructure. The scalgbil
of LSI, however, is questionable. In another widrg],
the authors address the problem by expanding a/ quer
based on keyword relationships, which are discalere
by a relevance-feedback-liked mechanism.  This
method requires maintaining a large base of gtaist

Our work is distinguished from the work above in
the minimal amount of information it requires frahe
infrastructure and its focus on the applicatiorelev
behavior of peers that share binary (i.e., non-self
describing) files.

3. Modd

Peers collectively share (or publish) a set ofgbih
files by maintaining local replicas of them. Each
replica is represented by a descriptor, which also
contains an identifying key (e.g., an MD5
cryptographic hash on file’s bits). All replica$ the
same file share the same key. A query issued by a
client is routed to all reachable peers until therg's

highly dynamic, characterized by transient data andtime-to-live expires. The query matches a repliéais

peers.

fully contained in the replica’s descriptor. Faach

Unstructured P2P systems, such as Gnutella, controimatch, the server returns its system identifier el

neither the overlay topology, nor the placemerities.
Peers are free to choose their neighbors, and diles
freely replicated over the network [21]. Most rasdh

matching replica’s descriptor. The client usess thi
information to subsequently download the actual fil
Formally, let O be the set of files, M be the skt o

on unstructured P2P networks focuses on guiding theterms, and P be the set of peers. Each fil&Oohas a

query routing process, by using statistical infaiora

to select the right peers to which to forward thery:
routing indices are used in [10][16]; queries ame- f
warded only to a small number of powerful peers in
[14] or to peers that have the similar interest$];[1
content signatures are used to rank neighboringspee

unique key, denoted,ksuch that k= k, if and only if
o=p (i.e., the MD5 hash value mentioned above)hEac
file o0O has a set of terms thaalidly describe it,
denoted as & where TOM. Intuitively, T, is the set
of all terms that a person might use to describgazh
term JT, has a strength of association with o, denoted

[12][19]. Techniques to build semantic overlay net- soa(t, o), where @ soa(t, 0)<1 andXresoat, 0) = 1.
works have also developed in which peers find and The strength of association a term t has with @ il

make connections with others that have similar eaint
[19]. Unstructured P2P systems are robust andldeala
due to their simplicity. However, search in unstuued
P2P file-sharing systems is not guaranteed to tied
desired file, regardless of whether or not it exi§to
cope with this, [18] proposes to use a quorum syste
guarantee with high probability that the desiréel dian
be found.

The problem of conjunctive queries filtering out
many relevant results is known as thierd mismatch
problem in the area of information retrieval, the
searchers and the content providers use differendsv

to describe the same content. This problem can be
addressed by the semantic matching approach. To our

knowledge, pSearch [15] is the first work on sengant

describes the relative likelihood that it is to umed to
describe o, assuming all terms are independent. The
distribution of soa values for a file o is calleldet
natural term distributiorof o.

A peer sP is defined as a pair, {Ry), where Ris
the peer’s set of shared replicas aridsgthe peer’s
unigue system identifier. Each repliCdTRsis a copy
of file o, maintained by peer s. Eachas an asso-
ciated descriptor, d)00M, which is a multiset of
terms that is maintained independently by s. Each
descriptor d() also contains k The maximum
number of terms that a descriptor can contairxexdfi
A query QOT, for file o is also a multiset of terms.
e terms in Qare expected to follow o’s natural term
distribution. When a query£Q arrives at a server s,



the server returnsesult setU={(d(r°), &) | TR, [Tioool1-[1-s0a(, p)I™H, ||d@®)||= |
QUOd(r°)}. In other words, in accordance with the
(conjunctive) matching criterion, a result's deptwr
must contain all query terms.

As Q grows, the probability that it is contained by
d() decreases exponentially. The conjunctive
. . Q matching criterion has a tendency of filter oututts

The pl:jgn.tdre?ewesl resullz setft.l]s_u S’Gg_jp’ and  hat are not relevant (i.e., have different natueam
groups incivi u§ results by ey_, Orm'QP '&GrGO?Z’ distributions). Such results likely do not contalhthe
s vghe_re Gi=(d; kO' ), d={0d(y | (d(™y), terms that are the most strongly associated wighofi
g)0u }S'S the group’s dgsc_:nptor,o_\us the key of @ and therefore do not contain®Q However, the
and |={g° | (d(”, g)0U%} is the list of servers that  conjunctive matching criterion may also filter out
returned the results indgs In this definition,U is the  desired results because their descriptors are rtwdl s

multiset sum operation. _or happen, by chance, to not contain all 8f Q
The client assigns a rank score to eas_;h group with  To alleviate this problem, we propose relaxing the
function ROF, defined as F:"&2"xzxZ . ®". If F(d, conjunctive matching criterion.  There are many

Q, |G|, timg) > R(dy, Q, |G, timg), where G G.are  relaxation alternatives, so we do not attempt to
groups, then we say that @ ranked higher than G enumerate all of them. Rather, our goal is to stiwat
with respect to query Q. In these definitions p{Gf relaxing the conjunctive criterion is viable. We

is the number of results contained in a group, tang therefore propose the following alternative becanise
is the creation time of the;@.e., the time when the its simplicity:

first result in Garrived).
G ) If Q° n d(*) # @, then @ matches df).

3.1. Model Specifics This disjunctive matching criterion has the
following probability of matching & with d(r®):
In popular P2P file-sharing systems, such as variou
versions of Gnutella and eDonkey, result keys are ZiogoPr(td(1)) - X eiooPr(tl, t23d()) + ...
generally generated by the MD5 cryptographic hash  The expression above is a result of thelusion-
function and results are grouped based on thes& key exclusionprinciple of probability theory [6]. In this
Ranking is based on group size: expression, Pr(event) signifies the probability af
Fe(d, Q, 8, ) = s. event. The point we are making is that additiorains
in the query do not negatively impact its abilibyyield
Descriptors in these systems are generally imple-an inclusive result set.
mented via filenames, although some descriptiverinf
mation may be embedded in the binaries (e.g., l@ad g g Experimental Results
embedded in MP3 files [5]). When a client downloads
a file, the descriptor of this new replica is ialized as
a duplicate of one of the servers’ in the resuit 3&e
also assume such behavior in our model.
For simplicity, we will use the ternresult to
describe a group, an individual result, or a résult
descriptor; and clarify the usage if necessary.

We simulate the performance of a P2P file-sharing
system to test the large scale performance of our
methods. In accordance with the model described in
[2] and observations presented in [3], we enhange o
experimental model with interest categories, which
model the fact that some users have stronger Bitere
. ) ) . in some well-known subsets of data than other.

4. An Alternative to Conjunctive Queries We partition the set of files, O, into setg @here
GlO, GnC=@ if i#, and;C=0. Each category;C

Conjunctive queries are problematic because theyhas an assigned popularity;, Which describes how
may be excessive in shrinking the result set, gerha |ikely it is to be assigned to a peer. The valok$,
selecting away desired results. We now sketch thefollow the Zipf distribution [2]. Within each intest
intuition behind this behavior. Based on our model Category, each file varies in popu|arity, whichalso
given a query Qwith term, t, the probability that a skewed according to the Zipf distribution [2]. This
descriptor dff) contains t is popularity governs the likelihood that a peer whs h

1-[1-soa(t, p)Pe! its in_terest cat_egory is either init_ialized witheplica of
the file or decides to search for it.
where ||d@)]| is the number of (not necessarily unique) At initialization, each peer@P is assigned some

terms in d(f). Let @ be the set of unique terms of.Q interests J1C, and is allocated a set of replicasiiem
The probability that dfy contains Qis



this interest set: R{r% | o0J0,C;, where ¢OlIg. For
each replica, 'y allocated at initialization, dgOT;,
where term allocation is governed by natural term
distributions. Peer s’s interest categories alststrain

its searches; it only searches for files frong;, where
GOl

Table 1. Query length distribution

Length| 1| 2| 3 4| 5| 6| 7 8
Prob. | .28 .30| .18 .13 | .05.03| .02 .01
Table 2. Parameters used in the simulation
Parameter Value(s)
Num. Peers 1000
Num. Queries 10,000
Max. descriptor size (terms) 20
Num. terms in initial descriptors 3-10
Num. categories of interest per peer 2-5
Num. files per peer at initialization 10-30
Num. trials per experiment 10

We use Web data to simulate term distributions and
interest categories. Web data are a convenientehoi

group with a probability 1/rank, where raik is its
position in the ranked set of results.

Performance is measured using a standard metric
called mean reciprocal rank score (MRR), defined as

where N, is the number of queries and raiskthe rank
of the desired file in query i's result set. I&tfile is
not in the result set, then ranki= MRR is an
appropriate metric in applications where the user i
looking for a single, particular result.

For reference, we also present precision and recall
which have slightly different definitions than theg in
traditional IR, due to the fact that replicas existhe
P2P file-sharing environment, and assuming that
queries are for particular files. Let A be the eét
existing replicas of the desired file in the ensystem,
and R be the result set of the query. Precisiah an
recall are defined as follows:

|AnR]| _|AnR]|
J recall = :
IR| [ Al

Precision measures the percentage of a resuhiatet t

precision=

because they constitute a grouping of terms intojs relevant to the query and recall measures the
documents (we use terms’ relative frequencies in percentage of the existing results retrieved byiery

documents to simulate natural term distributions fo \When computing average precision, we only consider
files) and a grouping of documents into domains (we the cases when result sets are non-empty. Reported
use Web domains to simulate interest categories).precisions and recalls are the averages of these

Other researchers have also used Web data for P2heasures over all queries in a trial.

experimentation [23]. Real data from P2P applicatio
would be preferable, but we know of none [22]. We
are currently investigating the creation of suctada

Our data consist of an arbitrary set of 1,000 Web
documents from the TREC 2GB Web track (WT2G).

These documents come from 37 Web domains. Terms
are stemmed, and markup and stop words are removed.

The final data set contains 800,000 terms, 37,000 o
which are unique.
using other data sets with other data distributidms,

due to space constraints, we only present a repre

sentative subset of our results. The data we usedllf
experiments can be found on our Web site [24]. The
other experimental results are available on request

Queries for files are generated using associated

terms with a length distribution that is typical thiat
found in Web search engines [4] as shown in Table 1
Other simulation parameters shown in Table 2 are
based on observations of real-world P2P file-slgarin
systems and are comparable to the parameters mised
the literature.

Although other behavior is possible, we assume that

the user identifies and downloads the desired tresul

We also conducted experiments

Because recall and precision are commonly
inversely related in information retrieval researttie
F-score metric has been devised to combine their
relative contributions in a single metric [7]:

2xrecallx precision
recall + precision

F —score=

These more traditional IR metrics are useful in
roughly diagnosing the performance of query
processing and in generalizing the presented
performance to other domains.

Note that the results may exhibit some variance due
to the experimental nature of the results. We have
computed statistical significances of the resulist
have left them out for brevity. The statistical
significances of the presented results should be
obvious, however.

Finally, note that we present some results over
ivarious query lengths. These results were yieloed
keeping track of the length of each of the 10,000
experimental queries. We are not reporting results
where query length was the independent variable.



5.1. Digunctive Query Performance

In Figure 1, we compare the performances of | o4
queries using both conjunctive and disjunctive
matching. Disjunctive ~ matching  outperforms
conjunctive matching by more than 50%.

recall

@ precision

g f-score

conj disj

) Matching Criterion

Figure 2. Recall, precision, and F-score of two
matching criteria

0.9
0.8

Matching Criterion

53
s % 0.7 ﬁI:H:H—I—{
Figure 1. MRR of two matching criteria Eé gg —e—conj
%g 044 —m— disj
As conjunctive queries get longer, they become %% 0.3 1
more selective. Longer queries will likely returniyp g5 021
correct results, if they return anything at alls ghown = O'é % e
in Figure 2, the precision of conjunctive querias i 1 2 3 4 5 6 7 8
about 90% higher than that of disjunctive queries. Query Length
However, the recall of conjunctive queries is about
50% lower than that of disjunctive queries. Thia¢ F- Figure 3. Percentage of result sets containing
score of disjunctive queries is about 30% gredtant the desired result of two matching criteria
that of conjunctive queries suggests a net gaithén over various query lengths

use of disjunctive queries.

Precision is an important metric, because, the The relationship between MRR and percentage-
likelihood of identifying a desired result increasas contained is clear from the MRR results shown in
the percentage of that result set made of the etésir Figure 4. As query length increases, the MRR of
result increases. The caveat of this claim, howdse  disjunctive queries persists at approximately 35%,
thatthe result set be non-empty whereas with conjunctive queries, there is a Sicgnift

Conjunctive queries, however, prioritize precision drop-off. We attribute the bumpiness exhibitedhiase
over recall to the point that near-matches invagvin graphs to random variance.
desired results are rejected. In the worst case, n  We tried the same experiments on different dat set
desired results are returned at all. As shownigurie with different data distributions, and, predictaliyey
3, as queries get longer, the percentage of restdt  yielded similar results: disjunctive queries out-
containing the desired result decreases from 70&nwh performed conjunctive ones. In Figure 5, we shiogv t
gueries contain only one term to less than 2% whenperformance improvement using disjunctive queries
gueries contain 8 terms. over data sets of different sizes (400K and 1.2M

In contrast, with disjunctive queries, the percgata terms), different data sets with 800K terms (setn@
of result sets that contain the desired result is 3), and when using a uniform distribution of data
consistently about 70%. These figures are sigmific  popularity. These results indicate that our regmbrt
because only if the desired result is in the resefitcan results are representative, so we will no longeser
it be identified by the ranking function and user. other data sets in this work.

Intuitively, the percentage-containethetric acts as an
upper bound to our main metric, MRR.



generated by each server. The disjunctive matching
0?4: | criterion with sampling becomes:

0.4 . -
035 | If Q°nd(")#@ - Q° matches dj with probability P,
« o?zg ] W [—e—con where P'is a user-tuned parameter. By sampling in this

= —m—disj way, we yield an unbiased sample of the originalilte

015 *

The size of the result set that arrives at thentbbould
006;: \\\H__L be reduced by a factor of'P
0

1 2 3 4 5 6 7 8
200
Query Length 180
. 160 Q—F'/-\lw :
Figure 4. MRR of two matching criteria over g 140 4o
i © 120 - —m— disj-100%
various query lengths 5 ‘\i A—& A—h *ﬁ .
o 100 - NV —A— disj-75%
£ 8 \ === | ¢ disj-50%
05 & ig v N\ v L v | ke disiosn
ZOS 7N NTOK N /K —K
0.45 20 1
0.4 1 04
0632: 1 2 3 4 5 6 7 8
% o.és 1 @ conj Query Length
=, @ disj
0.15 + Figure 6. Number of results per query over
oodé: various sampling rates and query lengths
O 4 AW N
400K IM  800K_2 800K 3 unif Figure 6 shows the number of results per query with
Data Set various sampling rates and query lengths. With
conjunctive queries, we see that the number oflteesu
Figure 5. MRR of two matching criteria with decreases as query length increases. With dispenct
different data sets and distributions queries, however, the number of results per query i
constant with query length, but decreases predictab
5.2. Cost Analysis with sampling rate.

Figure 7 shows the average number of results per

Using disjunctive queries increases MRR, but they query with various sampling rates and random query
come at a price: more results are returned puttioge ~ lengths. Note that when the sampling rate of disjun
load on the network, the server, and the clienne O tive queries is 25%, cost is about 28% lower thaemw
might argue that the price of the increased MRR is Using conjunctive queries without sampling. Sanglin
worth it, as better-ranked results increase theilibod ~ predictably, has a negative impact on MRR. As edgu

that the desired result is found and decreasesethgt ~ above, the reason that disjunctive queries improve
that: performance is because they result in increaseallrec

. ) ) and the percentage of query result sets that cottiai
1. Subsequent queries are issued to find the  jagjred result. Sampling counteracts these effects.

desired file, and ) i i Figure 8 shows the impact that sampling has on the
2. The user downloads an irrelevant file, which percentage of result sets that contain the desisult.
may be followed by another search for the Although percentage-contained of disjunctive querie
original file. are still, for the most part, higher than with corgtive

Despite the hypothetical cost savings, the overheaddueries, the decrease in this metric is not in priogn
of a disjunctive query should be addressed. Thme-nu to the decrease in cost. For example, with 75%
ber of results returned by the query is directlpte to ~ Sampling, the drop in percentage-contained is thess
the work peers have to perform to serve, transmnid, the expected 25%. This is due to the precisiothef
rank them, so we use it as our cost metric. average result set. In our experiments, when using
We reduce the cost of disjunctive queries by disjunctive queries, precision is 17%. This methas,

performing Bernoulli sampling on the result set On average, as long as there are O<b7results in the
result set, then one of them is expected to be the



desired result, assuming that results are uniformly sampling, by at least 15%. Considering these tesul
distributed. and the cost results shown in Figure 7, we seeittiat
possible to improve oboth the cost and the accuracy

of conjunctive queries (i.e., using disjunctive geg
2 160 LS with a sampling rate of 25%).
S 140 4 \
g 120
%) 1
S 100 —e—conj 9= 00|
8 80 = disj 320
o 60 ! 4 & 08 —e—conj
5 > 0.7
5 40 ’\\\\ 83 g6 E ’m —m disj-100%
[%]
§ 20 —¢ 5 é 8451 X —a— disj-75%
0 ‘ FE —¢— disj-50%
100% 75% 50% 25% £.£ 031 —s— disj-25%
Sampling Rate § é gi :
0
Figure 7. Average number of results per query 1
with different sampling rates Query Length

In other words, the probability that a randomly-sel Figure 8. Percentage of result sets containing
ected result in a result set, R, corresponds tal¢iseed the desired result over various query lengths
file, o, is the precision of R, denoted precision(f with various sampling rates
The likelihood that there are no instances of tee d
sired result in R after sampling is

Pr(desired resulfl R) = (1precision(R, 0))%!

where |R| denotes the number of results in R. ,Thus
removing one random result from R increases the
likelihood that the desired result is not contaifred?

by a factor of

@ 100%
75%
8 50%
0 25%

1
1- precision(R, 0)

T E  E E
NI T M T T M M M N Tt

NN

conj-MRR disj-MRR conj-%cont  disj-%cont

As the size of a result set shrinks, the likelihdloat Sampling Rate
it contains the desired result decreases expofigntia :
albeit slowly. In particular, if |R| is shrunk byfactor Figure 9. MRR and percentage of results
of 0 < P"< 1, then the likelihood that there are no ~ containing the desired result over various
instances of the desired result in R increasesfhagtar sampling rates

of (1-precision(R,off"IRIMRl= " (1-precision(R,0§f"™ _ o _ _
Yl This explains the percentage-contained trend show _ 1he benefit of disjunctive matching, as stated in
in Figure 8 with different sampling rates. Section 4, is that it reduces the selectivity oérigs,

Because the number of results per disjunctive queryincrea_singthe size of the res_ult set. At the same time,
ranges from 40 to 160, theoretically, with a 17% Sampling acts tdecreasdhe size of the result set. The
precision, we can sample out from 40-6=34 to 160-6 overall eff_ect _of disjunctive matching and sa_\mp,llng
=154 results (i.e., from 85% to 96%) from a reseait however, is higher MRR. The reason for this is the
and still expect it to contain the desired result. 'elaxation of the conjunctive matching criterionsha
Specifically, we should be able to decrease cosemo tendency of selectinfpr relevant results over irrelevant
quickly than we decrease search accuracy. ones, whereas sampling is indiscriminate in what it

Figure 9 compares the MRR and percentage-émoves. All the terms in the query are expecmekiet
contained of conjunctive and disjunctive queriegrov the most strongly associated with the desired resul
various sampling rates. As predicted by the resultsAllowing any of them to be the basis for a match is
shown in Figure 8, MRR decreases with sampling rate therefore expected to y|eld a result set that cosita
Nevertheless, withall sampling rates, disjunctive large proportion of desired result — this is sugggdy
queries outperform conjunctive queries without the F-score results shown in Figure 2.



5.3. Other Matching Criteria (5]

Besides the disjunctive matching criterion presgnte [6]
above, we also tried various other matching cateri 7]
For example, one criterion computed tlw®sine
similarity [7] between the query and the descriptor and [g;
used it as a probability of returning the resulhe3e
alternative criteria have slightly different perfuance-
cost profiles, but all essentially exhibited thenitar
performance-cost tradeoff.

(9]

6. Conclusion [10]
P2P file-sharing systems are designed to handl¢11]
gueries conjunctively, ostensibly to be more eéinti
with network resources. This form of query matghin
tends to increase the proportion of desired resnlts [12]
query results sets. However, this criterion maytdze
strict; in some cases, all desired results arectesle
away. By using disjunctive matching, we could

[13]

increase the likelihood that the desired result is
contained in the result set, increasing searchracgu
(MRR) by over 50%, but at triple the cost. [14]
Because the disjunctive selection criterion bidkes
additional results to the desired one, random sagpl [15]

is able to reduce cost with a lesser impact on MIRR.
fact, at a 25% sampling rate, MRR when using
disjunctive queries is 15% better than with conjivec
gueries without sampling, and cost is 28% lower. [

One may use this performance characteristic to tune
the sampling rate based on current network traffic:
when bandwidth is plentiful, maximize MRR,
otherwise, minimize cost. A particular heuristic,
however, is outside of the scope of this work.

Our work in this area is ongoing. We are currently
exploring other ways of relaxing the matching ciga [19]
and how other ranking functions may be used tdérrt
refine MRR.

[16]

(18]

[20]
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