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ABSTRACT

We address the problem of content-based image retrieval in the context of complex document images. Complex
document are documents that typically start out on paper and are then electronically scanned. These docu-
ments have rich internal structure and might only be available in image form. Additionally, they may have been
produced by a combination of printing technologies (or by handwriting); and include diagrams, graphics, tables
and other non-textual elements. Large collections of such complex documents are commonly found in legal and
security investigations. The indexing and analysis of large document collections is currently limited to textual
features based OCR data and ignore the structural context of the document as well as important non-textual ele-
ments such as signatures, logos, stamps, tables, diagrams, and images. Handwritten comments are also normally
ignored due to the inherent complexity of offline handwriting recognition. We address important research issues
concerning content-based document image retrieval and describe a prototype for integrated retrieval and aggre-
gation of diverse information contained in scanned paper documents we are developing. Such complex document
information processing combines several forms of image processing together with textual/linguistic processing to
enable effective analysis of complex document collections, a necessity for a wide range of applications. Our proto-
type automatically generates rich metadata about a complex document and then applies query tools to integrate
the metadata with text search. To ensure a thorough evaluation of the effectiveness of our prototype, we are
developing a test collection containing millions of document images. This is in contrast to existing datasets for
content-based image retrieval which normally contain only thousands of images. We believe that the formation
of such large dataset is essential in understanding the problems associated with realistic applications.

Keywords: content-based image retrieval (CBIR), content-based document image retrieval (CBDR), complex
document information processing, document image analysis, document image understanding, document recogni-
tion, text retrieval, test collections

1. INTRODUCTION

Complex Document Information Processing (CDIP)1 involves the analysis of large masses of scanned paper
documents, which often contain non-textual information such as handwriting, logos, signatures, figures, and
tables. It is a critical problem in many key application areas, including litigation, intelligence analysis, knowledge
management, and humanities scholarship. However, while specific solutions do exist for component problems
such as OCR, handwriting analysis, logo recognition, and signature matching, no system to date has integrated
extraction and analysis methods to enable users to pose queries that integrate these different forms of document
information. Current practice, therefore, is to use separate processing systems independently, so that collating
and cross-checking information items must be done by hand, underscoring the need for integrated systems.
Furthermore, results can be degraded when individual processing modules are unaware of the larger context in
which they operate; an integrated system will likely do better.

From an image analysis point of view the problem of indexing and searching large document image collections
can be classified as a subproblem of the general content-based image retrieval (CBIR) problem. Nevertheless,
there are several important characteristics to content-based document image retrieval (CBDR) problem that do
not exist in the general CBIR context. Primarily, document images contain text and thus can be indexed and
searched based on noisy OCR-ed textual data. Secondly, in contrast to the state of the art in CBIR in which
datasets of thousands of images are being processed, a realistic CBDR search involves datasets of millions of
documents.



In addition to textual elements, non-textual elements in a document contain important information that
can be used for indexing. For example, signatures can be used for indexing document authorship, logos can
be used for indexing document organizational unit, tables can be used for indexing document importance, and
handwritten comments can be used to index document readership. Moreover, document layout analysis can be
used to identify specific zones such as address or date zones, which can then be used to constrain interpretation
and so improve OCR performance.

Given that both the textual and non-textual analysis of document images are inherently error prone, the
effectiveness of these analyses can be improved by simultaneously solving both problems. For example, recog-
nizing a name in a document through OCR can be used to improve offline signature recognition by constraining
the set of candidates. Conversely, authorship determination through signature recognition can be used to assist
OCR of names in a document. Similarly, recognizing an organizational unit through logo analysis can be used to
assist authorship determination through signature recognition, and signature recognition can be simplified based
on the recognition of an organizational unit through logo analysis. It is mainly in this synergy that the quality
of both textual and non-textual information interpretation in document images can be improved to support the
effectiveness of CBDR.

We describe a first research prototype for integrated Complex Document Information Processing (CDIP) we
are developing to facilitate CBDR, and provide the details of a public test collection of millions of document
images we are preparing to support CBDR evaluations. The prototype currently contains modules that extract
and analyze text, signatures, and logos from complex documents, enabling integrated document image retrieval.
The system contains a set of ingestion modules, which process different forms of document image data, importing
them into a database schema which includes traditional document indices by keyword and relations between
documents and their components (logos, signatures, and named entities). Retrieval operates via SQL queries on
this unified database.

The remainder of the paper describes our current development effort in more detail. Section 2 describes the
architecture of the research prototype we are developing. Section 3 details the test collections and evaluation
procedures we are developing. Section 4 presents some preliminary results. Section 5 concludes the paper.

2. CDIP SYSTEM DESIGN

This section describes the CDIP research prototype we are developing. The prototype currently contains modules
that extract and analyze text, signatures, and logos from complex documents, enabling integrated document
image retrieval. The system contains a set of ingestion modules, which process different forms of document
image data, importing them into a database schema which includes traditional document indices by keyword and
relations between documents and their components (logos, signatures, and named entities). Retrieval operates
via SQL queries on this unified database.

2.1. Functional components

Our prototype comprises an integrated tool suite, based on several existing technologies, implementing three
core CDIP functionalities: document image analysis, named-entity recognition, and integrated retrieval. This
prototype tool will facilitate later the inclusion of a fourth core technology: data mining. As noted, specific
attention is being paid to modular design, to ensure that the developed software modules will easily integrate
into different task-level applications.

Document image analysis extracts information from raster scanned images such as the overall structure of the
document,2 the content of text regions,3 the location of images/graphics, the location of logos and signatures,
the location of signatures and handwritten comments,4 and the identification of signatures.5–7 It should be
noted that OCR of machine printed text in real-world documents has limited accuracy (depending on the quality
of the input documents) and so the textual features obtained are unavoidably noisy.

Named-entity recognition identifies meaningful entities such as people and organizations in textual compo-
nents. Our prototype relies on ClearForest technology provided by Text Solutions. It is interesting to note that
initial tests on real-world data show that the the effectiveness of entity extraction on noisy text obtained from
OCR of a test collection is reduced to 70% of its performance on noise-free text.



Integrated retrieval from different kinds of data sources is the key high-level function. Such integrated
retrieval is possible through the IIT Intranet Mediator technology .8,9 The IIT Intranet Mediator is capable
of integrating traditional data sources such as unstructured text, semi-structured XML/text data, as well as
structured database querying. A rule-based source selection algorithm selects those data sources most relevant
to an information request, enabling the system to take full advantage of domain-specific searching techniques,
such as translation of a natural language request into a structured SQL query. Results are then fused into
an integrated retrieval set.10 Although the IIT Mediator is protected by an issued patent providing us with
guaranteed unconstrained free use the technology, the mediator implementation technology that exists is only
at the prototype level. Consequently, as we need a more robust framework by which to implement our CDIP
prototype, we have built our prototype using the Claraview integration fabric.

Data mining which is not implemented in our current prototype, will be able to leverage text, metadata,
and information extracted from complex documents. Our approach allows application of traditional data mining
and machine learning methods to discover relationships between different data such as association rules11 and
document clusters.12 We will further develop routines to find correlations in document descriptors (for example,
possible relationships between the author of a document and particular language styles). Note that data mining
is not targeted in our initial implementation of the system prototype but is a goal for follow-on efforts.

2.2. Software Architecture

The prototype’s architecture is designed as a generic framework for integrating component technologies with
appropriate APIs and data format standards through SOAP (Simple Object Access Protocol) to allow ‘plugging
in’ different subsystems for performing component tasks. Our current effort integrates available components with
little emphasis on the development of new ones.

The current system architecture is depicted in Figure 1. The workflow of the system consists of three main
processes: a document ingestion process, a data transition process, and a document querying process. The
document ingestion process is a straightforward pipeline that consists of:

• Low-level image processing for noise removal, skew-correction, orientation determination, and document
and text regions zoning (using Abbyy’s SDK3 and the DocLib package2).

• OCR in text regions (using Abbyy’s SDK3), recognition of logos (using the DocLib package2), and recog-
nition of signatures (using CEDAR’s signature recognition system5,4,6) and a signature warping module.7

• Linguistic and classification analysis of extracted information for annotation in the database: entity tagging,
relationship tagging, and stylistic tagging in text regions (using Text Solutions).

At the end of the ingestion process, we have an operational data store in 3rd normal form (3NF). At this point,
it would be complex to perform sophisticated roll-up or drill-down computations along various data dimensions.
Hence, we transition the data from 3NF that has been ingested into a multidimensional star schema. This is
a very common technique for analyzing structured data, and it is well known to dramatically improve decision
support. Using this structure for complex document metadata results in a scalable query tool that can quickly
answer questions like “How many documents do we have from Fortune 500 companies” and then quickly drill
into different market sectors (e.g., manufacturing companies, IT companies, etc.)

At the center of this process are tools from Claraview. These tools use web services to access the point
solutions and identify metadata about complex documents to populate the 3NF schema. Claraview tools also
migrate the 3NF schema to a star schema using well known extract, transform, and load processing. Claraview
is a startup dedicated to the application of well known structured data techniques such as a star schema and
applying these to integrate structured data and text. As the analysis of document images involves errors which are
inherent to the automated interpretation process, each attribute in the database is associated with a probability
that indicates the confidence in this value as obtained from the corresponding point solution. Finally, following
the ETL process, a query tool is used to access both an inverted index of all text and the star schema to integrate
structured results.



Figure 1. Architectural overview of the current CDIP research prototype.

A key component that is facilitated by our approach is a tight integration of the processes of document image
interpretation, symbol extraction and relation, and information retrieval. This integrated approach could be
used to increase reliability for all of these processes. Constraints on image interpretation, based on consistency
with other data, can improve reliability of image interpretation. Similarly, gaps in the database can potentially
be filled in at retrieval time, by reinterpreting image data using top-down expectations based on user queries.
Due to its added complexity, this tight integration model is not followed in our current implementation of the
system prototype.

A summary of the CDIP architecture is presented in Figure 1. Each component in this figure is a separate
thread, so that processing is fully parallelized and pipelined. Image files are served to processing modules
dealing different types of document image information. The Abbyy OCR engine is used to extract text from the
document image. This text is fed to the ClearForest information extraction module, which finds and classifies
various named entities and relations. Signatures are segmented and then fed to CEDAR’s signature recognition
system which matches document signatures to known signatures in a database. Logos are segmented and matched
using the DocLib package. These three threaded processing paths are then synchronized, and the data extracted
are transformed into a unified database schema for retrieval and analysis.

3. DATASETS AND EVALUATION

Research and development of information access technology for scanned paper documents has been hampered
by the lack of public test collections of realistic scope and complexity. As part of the CDIP project we are
assembling a 1.5 terabyte dataset to support evaluation of both end-to-end complex document information
processing (CDIP) tasks (e.g., text retrieval and data mining) as well as component technologies such as optical
character recognition (OCR), document structure analysis, signature matching, and authorship attribution. One
goal of our project is to evaluate the effectiveness of the CDIP research prototype and how that effectiveness



responds to changes in the effectiveness of component technologies. This requires datasets that are annotated
with desired outputs for end-to-end tasks and, selectively, annotated for intermediate analyses (optical character
recognition, document structure analysis, signature matching, authorship attribution, etc.), as well.

A good test collection should cover the richness of inputs CDIP faces: a range of document formats, structures,
lengths, and genres, manifested with varying print and imaging quality. Documents should include handwritten
text and notations, diverse fonts, and elements such as graphs, tables, photos, logos, and diagrams. The volume of
documents, and the number of redundant or useless documents, should be large enough to stress the component
technologies and the system as a whole. Finally, the data in the collection should be publicly available to
researchers with minimal costs and licensing restrictions.

Existing document image collections are lacking in many of these dimensions, and this has hampered CDIP
research. Consider the main meeting at the intersection of document analysis and information retrieval: the yearly
IS&T/SPIE Document Recognition and Retrieval conference. Of the 170 papers presented at this conference
between 2001 and 2006 only four contain effectiveness results from text retrieval experiments. No two of these
studies use the same test collection, none of the papers indicate how to access their collection, the documents are
largely homogeneous in genre and other characteristics, and the largest collection contains only 3000 documents.
While Taghva and colleagues have conducted many larger studies,13 their data have been tied up with legal
issues and are not publicly available.

3.1. The Tobacco Documents

We are building a new test collection, the IIT Complex Document Information Processing Test Collection,
to support the diverse needs of CDIP research, both in our project and in the IR and document analysis
communities at large. Our collection is based on the MSA (Master Settlement Agreement) documents from the
Legacy Tobacco Documents Library (LTDL), created and hosted by the University of California San Francisco
(UCSF).14,15 These approximately seven million documents (roughly 40 million scanned pages in TIFF format)
became public through legal proceedings against five US tobacco companies and two tobacco industry research
institutes. The documents were scanned by the tobacco industry using diverse technologies.

Besides having the size and diversity necessary for CDIP research, the MSA documents have two unusual
advantages over other materials we considered. The first is an active research community. Hundreds of peer-
reviewed papers have been published using documents from LTDL and related sources,16 and the US National
Cancer Institute has funded research using the documents.17

The second advantage is the LTDL metadata records, one for each document. The tobacco industry created
these records based on examination of the original paper documents, so they represent a huge amount of manual
labor. While the records are of highly variable structure and quality (despite UCSF’s normalization efforts), they
do mean that every document has some retrievable content, even those whose images are beyond the capabilities
of current document analysis technology.

We obtained a snapshot of the LTDL TIFF files, metadata, and optical character recognition (OCR) output
from UCSF. The total size of the data set is about 1.5 terabytes. Figure 2 shows a typical document image,
portions of its metadata, and a few words at the start of its OCR. The document shows several of the challenges
typical in CDIP, including multiple fonts, poor reproduction quality, and important information in handwritten
annotations.

We have cleaned up and combined two versions of the UCSF metadata (containing slightly different infor-
mation) plus the UCSF-produced OCR to produce XML records for 6,878,327 documents in the IIT CDIP Test
Collection, Version 1.0. The records are bundled in 650 files, totaling approximately 62GB. This data has been
made available by FTP and DVD to TREC 2006 participants (see below). TREC 2006 will not use the 1.5
TB of TIFF files, and we are still investigating how to efficiently and cost-effectively distribute these files to
researchers. The fact that the MSA18 requires the public availability of the documents simplifies the legal issues
in distributing the data, though some special treatment of material for which the tobacco industry organizations
did not hold copyright is necessary, as mentioned at LTDL.19



Figure 2. A document plus selected metadata and OCR.

3.2. Task-Specific Data

Text retrieval experiments require, in addition to documents, both queries and relevance judgments. We are
pursuing three avenues for producing these. First, the IIT CDIP Test Collection, Version 1.0 XML records are
being used in the TREC 2006 Legal track.20,21 A total of 46 queries simulate requests for document production
of the sort that occur in legal cases. Relevance judgments will be produced by judging pooled retrieval results
from diverse participant systems, as is usual in TREC. To increase the diversity of the judged document set, we
have contracted with a tobacco document information specialist to do manual searches on these queries as well.

Second, we are working with tobacco document researchers to produce topics corresponding to their actual
information needs. For example, Professor Robbin Derry of Northwestern University has collected documents on
several topics relevant to teaching business ethics. The large numbers of documents already found by researchers
will form our initial relevance judgments, followed by relevance feedback and further judging by tobacco experts.

Third, we are creating known item queries that seek particular documents. By choosing appropriate docu-
ments, we can more directly measure the impact on retrieval effectiveness of particular component technologies,
e.g., signature recognition or OCR. Interestingly, known item queries are of intense interest to the tobacco
document research community, which has often struggled to find a particular important document known only
through an indirect mention elsewhere. Indeed, while not of use for conventional IR experiments, we plan to
create ”unknown item queries” for documents of interest to scholars that are believed to exist in the MSA
documents, but have not yet been found.

We intend the IIT CDIP Test Collection to support research in areas beyond text retrieval as well. One goal
in our metadata cleanup work is to improve the usefulness of the data for social network analysis and other data
mining tasks. Component tasks are also of interest. To support work on signature recognition, we segmented
within document images 10 or more examples of the signatures of 66 distinct people. We are also developing



datasets for OCR, logo recognition, and other tasks. We welcome feedback and suggestions on how to maximize
the usefulness of the IIT CDIP Test Collection.

4. PRELIMINARY RESULTS

The rich collection of attributes our system associates with each document (including words, linguistic entities
such as names and amounts, logos, and signatures) enables both novel forms of text retrieval, and the evidence
combining capabilities of a relational database.

We strongly believe that quantitative effectiveness evaluation, while difficult to perform, is essential in this
project in several ways. Primarily quantitative effectiveness can be used to roughly asses the expected perfor-
mance of the system. While this measure is of course data dependent, it can be used to compare the performance
of systems should such become available in the future. Secondly, quantitative effectiveness evaluation is essential
in measuring improvements within our system. Finally, such a quantitative evaluation will allow us to study the
effectiveness of the the overall system as a function of the effectiveness of its individual components.

We have finished the initial implementation of our research prototype and are currently in the process of eval-
uating it quantitatively. A snapshot of the system configuration screen is presented in Figure 3. The evaluation
includes using a subset of several hundred document images which were manually labeled for authorship (based
on signatures), organizational unit (based on logos), and various entity tags based on textual information (such
as monetary amounts, dates, and addresses). The evaluated tasks include authorship-based, organizational-
based, monetary-based, date-based, and address-based document image retrieval, whereas in each experiment
the precision and recall is recorded as a function of a decision threshold. This experiment is expected to be
expanded in the near future to include a larger subset of several thousand document images. We realize that this
testing methodology cannot be extended to higher order subsets as it requires complete manual labeling which
is labor intensive. Consequently, effectiveness using larger subsets will be be evaluated by inserting document
images containing unique labels into large subsets. These inserted documents will be manually labeled and their
uniqueness will guarantee that documents with similar labels should not exist within the subset.

While we have, as yet, no quantitative evaluations to report, we give examples here of the kinds of capabilities
that our prototype currently supports. The mini-corpus used for this consists of 800 documents taken from the
testbed we are building. We consider integrated queries that our prototype makes possible for the first time. We
apply conjunctive constraints on document image components to a straightforward document ranking based on
total query-word frequency in the OCRed document text; in Figure 4 we show document images retrieved for
two such queries. The first is the unique document found containing both of the words “income forecast” as well
as the American Tobacco Company logo and a dollar amount (a recognized entity type) greater than $500K. The
second example is the top-ranked document for “filtration efficiency” that also has the R.J. Reynolds logo and a
signature. Note that neither of these documents would have been found just based on their printed text, as neither
contains the company name explicitly. In Figure 5 we show a ranked retrieval results for a document component
query which asks for the five signatures with the highest total of dollar amounts mentioned in documents with
each signature. This shows another novel way of integrating useful information extracted from document images
which is easily implementable in our framework.

Several examples that demonstrate the ability of the CDIP system to associate both textual and non-textual
data are presented below. Figure 6 demonstrates the ability of the CDIP system to identify person association
in a document collection. The left column lists the search person. Subsequent columns show associated dates,
company logos, associated persons, and dollar amounts. For example, Dr. D. Stone was active during 1986,
was associated with a company whose logo template is “liggett.tif”, was associated with dollar amounts between
$140K and $1.68M, and was associated with several other persons such as Dr. Calabrese. By clicking on the
document ID, the system presents the user with the original documents for full examination. A similar example
which demonstrates the ability of the CDIP system to associate persons with organizations is presented in Figure
7.



Figure 3. A snapshot of the CDIP system configuration screen.

5. SUMMARY

Content-based document image retrieval in complex document datasets is of increasing importance, and yet, little
work has been done on developing integrated solutions to this problem. We have described the research prototype
we are developing which unifies various component technologies and which is expected to give a clear roadmap
for future research in this area. It is already clear that a key focus will need to be the estimation, propagation,
and use of reliability estimates for data extracted and processed from document images; this information flow
will likely need to be both bottom-up (from ingestion processes) and top-down (in the form of expectations).
We expect to flesh out this important issue more completely once we have a complex document test collection to
systematically evaluate the performance of the system and its various components. As described, such a testbed
is in development, based on the large collection of document images available in the Legacy Tobacco Documents
Library; the many researchers interested in using this material makes it a prime candidate for a useful and feasible
testbed for CDIP. We provide preliminary results to demonstrate the performance of our system. Generally, we
expect that the prototype and test collection that we are developing will help in steering constructive research
efforts toward the solution of this complex problem.
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Figure 5. Prototype results showing signatures associated with the most total dollars (see text).



Figure 6. Example of the ability of the CDIP system to identify person association in a document collection
based on both textual and non-textual data. The left column lists the search person. Subsequent columns show
associated dates, company logos, associated persons, and dollar amounts.
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