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Abstract. An important problem in both wireless and wired communication networks is to be able to efficiently multicast infor-

mation to a group of network sites. Multicasting reduces the transmission overhead of both wireless and wired networks and the

time it takes for all the nodes in the subset to receive the information. Since transmission bandwidth is a scarce commodity especially

in wireless networks, efficient and near minimum-cost multicast algorithms are particularly useful in the wireless context. In this

paper, we discuss methods of establishing efficient and near minimum-cost multicast routing in communication networks. In parti-

cular, we discuss an efficient implementation of a widely used multicast routing method which can construct a multicast tree with a

cost no greater than twice the cost of an optimal tree.We also present two efficient multicast tree constructions for a general version

of the multicast routing problem in which a network consists of different classes of nodes, where each class can have one or more

nodes of the same characteristic which is different from the characteristics of nodes fromother classes. Because of their efficient run-

ning times, these multicast routing methods are particularly useful in the mobile communication environments where topology

changes will imply recomputation of the multicast trees. Furthermore, the proposed efficient and near minimum-cost multicast

routing methods are particularly suited to the wireless communication environments, where transmission bandwidth is more scarce

thanwired communication environments.

1. Introduction

Multicasting allows us to send the same information

from one node (source/sender) to a selected subset of

other nodes (destinations/receivers) in a communication

network. Multicasting reduces the transmission over-

head of both wireless and wired networks and the time it

takes for all the nodes in the subset to receive the infor-

mation. Recent advances in wireless network technol-

ogy, mobile computing, network speed, switching

technology, and the Asynchronous Transfer Mode

(ATM) networks have introduced new applications and

provided new services which were not feasible before.

Today's network applications such as multimedia,

video, audio, resource discovery, teleconferencing, dis-

tributed/replicated database management can benefit

immensely from efficient multicasting techniques.

Advances in hardware technologies, such as portable

computers and wireless communication networks, have

provided an environment formobile computing systems.

Mobile computing environment allows a large number

of users carrying low-power portable computers to

access information over wireless communication net-

works anywhere and at any time. An important aspect of

providingmobility is to hide the mobility from the appli-

cations (i.e. the applications should not be affected when

some of the portable computers change their locations.)

Wireless communication is closely associatedwithmobi-

lity and mobility in turn introduces new protocol

demands such as routing and multicasting in a dynamic

network and temporary disconnection handling which

were not supported in the existing internetwork proto-

cols. Recently, several methods for providing internet-

working protocols for mobile computers have been

introduced [3^5,13,20^22,28,32,36].

A major limitation and a performance bottleneck of

wireless communication networks is its limited transmis-

sion bandwidth. Wireless communication networks

offer much lower transmission bandwidth for internet-

working protocols thanwired communication networks.

Current wireless network technology can offer only 1

Mbps (megabit per second) for infrared communication,

2 Mbps for radio communication and 9^14 Kbps

(kilobits per second) for cellular telephony. This is not

comparable with the growth of the physical network

transmission bandwidth which is currently 10 Mbps for

Ethernet, 100 Mbps for FDDI and 155 Mbps for ATM

[15]. Since the transmission bandwidth in wireless net-

works is divided among users in geographical region, the

deliverable transmission bandwidth per user is even

lower. Thus, since the transmission bandwidth is a scarce

commodity especially in wireless networks, efficient and

near minimum-cost multicast routing algorithms, where

cost is a function of available bandwidth, are particu-

larly suited to the wireless communication environ-

ments.

The problem of establishing efficient routing connec-

tions in communication networks has long been studied.

In such an environment a communication network is

normally modeled as a network N � �V ;E;C� where V

represents the set of nodes, E represents the set of edges/

links, andC represents a cost functionwhichmapsE into
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the set of non negative numbers. Let jV j � n and

jEj � m. The simplest routing connection in a communi-

cation network is a point to point routing connection.

In point to point communication a minimum cost

routing connection between a source/sender and desti-

nation/receiver can be established using Dijkstra's

single-source shortest path algorithm [12] in O�n
2

�

time. Another common routing connection is a

point to all points connection which is commonly

known as Broadcasting. In this type of routing connec-

tion a minimum cost connections can be established

using one of the well known minimum spanning tree

algorithms which can be implemented in O�m� n log n�

time [16].

Multicast routing which is also referred to as

point to multipoint connection is being considered as

one of the important services in a network. If we try to

treat a multicast routing (referred to as multicasting in

this work) as a set of independent point to point routing

connection we will unnecessarily put a large load of traf-

fic and overhead on the underlying network, and wemay

not share links that are otherwise shared when a source

uses its own shortest path tree. One way to reduce the

traffic generated by this naive method is to construct a

multicast tree. A multicast tree reduces the number of

copies of themessages transmitted and help in paralleliz-

ing the transmission of thesemessages to the various des-

tinations along the branches of the tree, and thus

reducing the time it takes for all the destinations to

receive the information.

One way to construct such a multicast tree is to create

source rooted shortest path trees usingDijkstra's single-

source shortest path algorithm [12] in O�n
2

� time. This

method has been used in MOSPF [31]. Even though this

method provides a shortest path from the source to each

destination with some overlapping links (which reduces

the number of links used in the connection), however, it

does not produce aminimum costmulticast tree.

The problem of constructing a minimum cost multi-

cast tree in a network can be formulated as a graph theo-

retic problem known as the Steiner tree problem. The

Steiner tree problem is to find a tree in a connected undir-

ected cost network N � �V ;E;C� which spans a given

setS � V . TheminimumSteiner tree forN andS is a tree

which spans S with a minimum cost, where the cost of a

tree is the sumof individual costs of the edges comprising

the tree. It has been shown that the problem of finding a

minimum Steiner tree for any given N and S is NP-

Complete [23], so that an efficient algorithm for the gen-

eral case is unlikely to be found. In fact even when cost

functions are restricted to a particular class, the problem

is still NP-complete [17]. This means that it is unlikely

that an efficient algorithm can be found to compute the

minimum Steiner tree for any given N and S. Therefore,

much work has been done to develop approximation

algorithms [26,27,29,30,34,35,39,40].

There are approximation algorithms for constructing

multicast trees, which produce solutions that are guar-

anteed to be a fixed percentage away from the minimal

one [19,26,27,34,35,39,40]. Gilbert and Pollak [19] were

the first to suggest an approximation solution for the

problem. There after many approximation algorithms

were developed. Some of the approximation algorithms

which are based on the shortest paths and minimum

spanning tree algorithms are by Takahashi and

Matsuyama [35], Kou, Markowsky and Berman [27],

Wu, Widmayer and Wong [39], and Kou and Makki

[26]. Some of these approximation algorithms have

already been used to construct near minimum-cost mul-

ticast trees in both distributed and centralized envi-

ronment and for a variety of networks including ATM

[1,2,6^11,24,25,31,33,37,38].

In this paper, we discuss methods of establishing effi-

cient and near minimum-cost multicast routing in com-

munication networks. In particular, we discuss an

efficient implementation of a widely usedmulticast rout-

ing method which can construct a multicast tree with a

cost no greater than twice the cost of an optimal tree.We

also present two efficient multicast tree constructions

for a general version of the multicast routing problem in

which a network consists of different classes of nodes,

where each class can have one or more nodes of the same

characteristic which is different from the characteristics

of nodes from other classes. Because of their efficient

running times, these multicast routing methods are par-

ticularly useful in the mobile communication environ-

ments where topology changes will imply recomputation

of the multicast trees. Furthermore, the proposed effi-

cient and near minimum-cost multicast routing methods

are particularly suited to the wireless communication

environments, where transmission bandwidth is more

scarce than wired communication environments. The

distributed versions of these algorithms which are parti-

cularly useful in a mobile communication environments,

where the network topology goes through frequent

changes are currently under development.

The remainder of this paper is organized as follows.

In the next section we survey previous approximation

algorithms used for constructing multicast trees. In sec-

tion 3, we give some preliminary definitions necessary

for describing our algorithms. Section 4 presents an effi-

cient and near minimum-cost/near optimal multicast

tree algorithm, along with an example, the theoretical

proof for its bound and its implementation details.

Section 5, presents a generalized version of the multi-

casting problem, along with two efficient multicast tree

constructions for this general case. We conclude with

some final remarks.

2. Previouswork

Many of the approaches to construct multicast trees

are based on near optimal Steiner tree algorithms. The
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algorithms we consider here are all based on trees gener-

ated by some application of shortest paths algorithm

and minimum spanning tree algorithm. Takahashi and

Matsuyama [35] have proposed anO�jSjn
2

� approxima-

tion algorithm based on Dijkstra's minimal spanning

tree algorithm which can be used to construct a multi-

casting tree in a network, where jSj is the number of mul-

ticast vertices. In this case, the ratio of the total cost on

the edges of a multicast tree generated by the algorithm

to that of optimal tree is atmost 2�1ÿ

1

jSj
�.

Moreover, Takahashi and Matsuyarna [35] have

investigated two more approximation solutions for the

problem, but the results did not seem to be satisfactory.

The first approximation solution constructs a minimum

spanning tree for the network N � �V ;E;C� and then

deletes the vertices and edges which are not essential in

keeping the vertices in S connected. This algorithm is

tightly bounded by nÿ jSj � 1. The second one, starts

from a single vertex and connects the vertices in S by a

union of jSj ÿ 1 shortest paths. The tight bound for this

is jSj ÿ 1.

Kou, Markowsky and Berman [27] have presented

an approximation algorithm for constructing a multi-

cast tree in a network (Algorithm H) with the same time

bound as Takahashi and Matsuyama but with slightly

better worst case bound ratio. Since our proposed algo-

rithm improves upon algorithm H, in the following we

provide only an outline of algorithmH.

AlgorithmH

Step 1: Construct the complete undirected cost network

N
1
� �V

1
;E

1
;C

1
�, where V

1
� S and for every

fvi; vjg 2 E
1
; d

1
; f�vi; vj�g is equal to the cost of

a shortest path from vi; vj inN.

Step 2: Find a minimum spanning tree T
1
ofN

1
.

Step 3: Construct a subnetwork Ns of N by replacing

each edge in T
1
by its corresponding shortest

path in N (if there were several shortest paths,

pick an arbitrary one).

Step 4: Find a minimum spanning tree, Ts ofNs.

Step 5: Construct a multicast tree, TH from Ts, by delet-

ing edges in Ts if necessary, so that no leaves in

TH are non multicast vertices (i.e. vertices in

V ÿ S).

Clearly, the worst case time complexity of this algo-

rithm is dominated by the computation of the shortest

paths between all pairs of distinct terminal vertices [14]

and the minimum spanning tree. Hence, the run time of

their algorithm is propositional toO�jSjn
2

�.

Kou et al. showed that the total cost on the edges of

the multicast tree produced by algorithm H is at most

2�1ÿ

1

L
� times that of the optimal tree forN and S, where

L is the number of leaves in the optimalmulticast tree.

Wu, Widmayer and Wong [39] presented an algo-

rithm for computing the samemulticast tree as in Kou et

al. in time bounded by O�m log n�, with the same bound

on its total cost. The essence of this algorithm is the same

as in Kou et al. The difference lies in the fact that Wu et

al. do not compute steps 1 through 3 of Algorithm H

explicitly, but instead they computeTs, in step 4 followed

byTH in step 5 ofAlgorithmHdirectly fromN andS.

This time improvement is achieved by simultaneous

computation of the necessary shortest paths inN and the

construction of the minimum spanning tree Ts. In their

implementation they have used a priority queue to keep,

along with other things, the information about the

required shortest paths between the multicast vertices S.

These shortest paths are used by Kruskal's minimum

spanning tree algorithm to construct Ts. In general the

time bound of O�m log n� is better than the O�jSjn
2

� one

in Kou et al. unless the network is very dense and the

number of multicast nodes are very low (i.e.,

jSj < log n); specifically when m < O�
n
2

log n
� the perfor-

mance of the algorithm is better thanKou et el.'s.

Kou and Makki [26] presented a more efficient algo-

rithm for finding a multicast tree in a connected undir-

ected network in

O�jV ÿ Sj log jV ÿ Sj � jEj��jEj; jV j��

time in the worst case, with the same bound on its total

cost, where

p � min m;
jSj�jSj ÿ 1�

2

� �

and

��p; jSj� � minijlog
�i�

jSjW
p

jSj

:

In the following sections, we discuss an efficient con-

struction of a multicast tree which takes O�m� n log n�

time in the worst case. This improvement is achieved by

employing the new implementation of Dijkstra's algo-

rithm for the single source shortest path problem using

Fibonacci heaps (F-heaps) of Fredman and Tarjan [16]

and the new implementation of the minimum spanning

tree algorithm [16].

An F-heap is a new kind of priority queue invented

by Fredman and Tarjan [16]. F-heaps can speed upmany

of the combinatorial algorithms including Dijkstra's

algorithm for the single-source shortest path problem

and the minimum spanning tree algorithms. Some of the

properties of F-heaps are that

1. if n is the number of elements in the heap, a new ele-

ment can be inserted in constant time,

2. the value of any element can be decreased in con-

stant time,
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3. and the minimum can be extracted in O�log n�

time

#1

.

The novelty of F-heaps resides in the second prop-

erty, which is shared by no other kind of heap. Using

F-heaps in the implementation of Dijkstra's shortest

path algorithm and the minimum spanning tree yield

an O�m� n log n� time for both in the worst case

[16].

In fact a direct application of these two algorithms

to the algorithm given by Kou, Markowski and Berman

yields an

O�jSj�m� n log n��

time bound in the worst case. However, as pointed out

inWu et al. [39], applying F-heaps to their algorithmwill

not improve the O�m log n� time bound of their algo-

rithm.

3. Preliminary definitions

In this algorithm we call the source and the destina-

tions multicast vertices/nodes and all the other vertices/

nodes are referred to as non multicast vertices/nodes.

Also, in our algorithmwe only need to consider a certain

type of shortest path. In order to compute these shortest

paths efficiently we need to decompose N into a forest

F � �t
1
; t
2
; . . . ; t

jSj
� of disjoint trees, where each ti is a

tree whose root is the multicast node i and its other ver-

tices are all non multicast vertices which are closer to i

than any other vertex in S. In this paper, we use the fol-

lowing convention regarding trees.

1. The lower case letter t denotes a tree in F .

2. The upper case letter T denotes other kinds of

trees.

Let the multicast vertices be numbered from 1 to jSj

and the non-multicast vertices from jSj � 1 to n. For

each vertex x 2 V we associate a source field to represent

a vertex in S which is closest to x. Initially we set the

source field of each multicast vertex to its assigned num-

ber. A non multicast vertex i is said to have a source j,

SOURCE�i� � j, when vertex j is the closest multicast

vertex to i. Without loss of generality throughout this

paper we assume that there are no ties, as ties can be bro-

ken in some consistent way. The assignment of the

sources to the vertices in N, eventually will partition N

into a forest F .

Furthermore, define a path of type I to be a simple

path between the roots of two trees in F . These paths are

created when two tress are joined via an edge of N. In

other words PATH�fx; yg� � x; u
1
; u

2
; . . . ; ui; . . . uk;

vt; . . . ; vj; . . . ; v2; v1; y inN is called a path of type I when

x 2 S; y 2 S and for all 1WiWk, ui 2 tx and for all

1WjWt, vj 2 ty. So by this definition a direct edge

between two multicast vertices is considered as path of

type I. Between every two multicast vertices there may

exist zero or more paths of type I. A path of type I with

the minimum cost between two multicast vertices is

called the shortest path of type I.

4. An efficientmulticast tree algorithm

In the following four subsections we give a high level

description of our multicast tree algorithm, a detailed

example, its worst cast analysis and its implementation

details.

4.1.High level description

The algorithm consists of the following five parts:

begin

Part 1: Construct the forest F of disjoint trees

out ofN.

Part 2:

(a) Compute a shortest path of type I between

every pair of distinct multicast vertices.

(b) Construct the connected undirected cost

network N
1
� �V

1
;E

1
;C

1
� in such a way

that V
1
� S and for every edge fvi; vjg 2 E

1
,

C
1
�fvi; vjg) is the cost of a shortest path of

type I from vi to vj inN.

Part 3: Compute a minimum spanning tree Tnear ofN1
.

Part 4: Construct a subnetwork Ns � �Vs;Es;Cs� of N,

by replacing every edge in Tnear by its corre-

sponding shortest path of type I inN.

Part 5: Compute a multicast tree Tappr for N and S by

finding a minimum spanning tree of the subnet-

work ofN induced byVs � V .

end

4.2. A detailed example

Before providing the worst case analysis of the multi-

cast tree algorithm, in this section we present a detailed

example of the algorithm in operation. Consider the net-

work N � �V ;E;C� shown in Fig. 1 with the multicast

vertices S � fv
6
; v

7
; v

8
; v

9
g doubly circled. The number

on each edge represents its cost. Fig. 2 shows the forest

F . Fig. 3 shows the network N
1
while Fig. 4 shows Tnear

(a minimum spanning tree for N
1
. Fig. 5 shows the net-

#1

We are not being rigorous, the time bounds we have given are true

in ``amortized'' sense. It is beyond the scope of this paper to discuss

the concept of amortized time; the interested readermay turn [16] for

precise definitions and examples.
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work Ns and Fig. 6 shows the resulting multicast tree

Tappr.

4.3.Worst case analysis of themulticast tree algorithm

Let Nc � �Vc;Ec;Cc� be the complete undirected cost

network constructed from N and S in such a way that

Vc � S and for every edge fvi; vjg 2 Ec;C�fvi; vjg� is the

cost of the shortest path from vi to vj inN. Furthermore,

letTc be aminimum spanning tree ofNc andD�Tc� be the

sum of the costs of the edges of Tc. By Kou, Markowsky

andBerman algorithm [27]

D�Tc�

D�Topt�

W2 1ÿ

1

L

� �

:

whereTopt is the optimalMulticast tree andL is the num-

ber of leaves inTopt.

Lemma 1. There exists a minimum spanning tree Tmin

inNc with every edge corresponding to a path of type I in

N.

Proof. Assume that an edge fx; yg in Tc does not

correspond to a path of type I in N. Then this edge must

be associated with a path of the form PATH�fx; yg�

� x; v
1
; v

2
; . . . ; vi; . . . ; vj; . . . ; vkÿ1; vk; y in N, with the

following characteristics:

1. 8r where 1Wr < i; vr 2 tx and vi is not in tx.

2. 8s where j < sWk, vs 2 ty and vj is not in ty.

Let COST�PATH�fx; yg�� be the cost of

PATH�fx; yg� and let k be the number of vertices

vi; . . . ; vj , where kWjV ÿ Sj. We scan PATH�fx; yg�

from left to right until the first vertex vi, 1WiWk, on

PATH�fx; yg� with vi not in tx is found. Let vi 2 tw and

w; u
1
; . . . ; ul ; vi, be the shortest path fromw to vi in tw 2 F

(see Fig. 7).

Consider PATH�fx;wg� � x; v
1
; v

2
; . . . ; viÿ1; vi, ul ;

. . . ; u
1
; w and PATH�fw; yg� � w; u

1
; . . . ; ul ; vi; vi�1; . . .,

vj; vj�1; . . . vk; y with costs COST�PATH�fx;wg�� and

COST�PATH�fw; yg�� respectively. By the algorithm

the PATH�fx;wg� is a path of type I in N while the

Fig. 1. The networkN.

Fig. 2. The forestF .

Fig. 3. The networkN
1
.

Fig. 4. The treeTnear.
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PATH�fw; yg� is not always a path of type I. Since w is

the closest multicast vertex to vi then

COST�PATH�fx;wg��WCOST�PATH�fx; yg�� and

COST�PATH�fw; yg��WCOST�PATH�fx; yg��: If the

edge fx; yg is removed from Tc then Tc would be divided

into two disjoint trees Tx;Ty. Obviously after this divi-

sions x and y are in different trees. Thus we have the fol-

lowing two cases.

Case 1:w 2 Tx In this case we can form a new spanning

tree tree Tnew by linking Tx and Ty back together

again using the edge fw; yg.

Case 2:w 2 Ty In this case we can form a new spanning

tree tree Tnew by linking Tx and Ty back together

again using the edge fx;wg.

In either case, since Tc was assumed to be a minimum

spanning tree of Nc and the edge fx; yg 2 Tc is replaced

by either the edge fw; yg in case 1 or the edge fx;wg in

case 2 with COST�PATH�fw; yg��WCOST�PATH�fx;

yg�� or COST�PATH�fx;wg��WCOST�PATH�fx;

yg��, thenD�Tnew�WD�Tc�. Hence we conclude that Tnew

is a minimum spanning tree of Nc and the edges fw; yg

and fx;wg and are inNc.

Note that in case 2 we have replaced the path

PATH�fx; yg� which is not a path of type I in N by the

PATH�fx;wg� which is a path of type I in N. However,

in case 1 PATH�fx; yg� is replaced by PATH�fw; yg�

which is not always a path of type I. In this case the fact

that the path PATH�fw; yg� has reduced k by at least

one, proves that after at most kÿ 1 times of repetitions

of the above cutting and pasting procedure such a path

will be converted to one ormore paths of type I.

Thus every time we remove one edge from Tc which

does not correspond to a path of type I in N and replace

it by one or more edges in Nc which correspond to paths

of type I in N we do not increase the total cost of the

existing minimum spanning tree. By repeating this pro-

cess eventually we get a minimum spanning tree Tmin of

Nc with every edge corresponding to a path of type I in

N. /

In the next theorem we give an upper bound on the

cost ratio of a multicast tree generated by our algorithm

to that of an optimalmulticast tree.

Theorem 1. Let N
1
� �V

1
;E

1
;C

1
� be a connected

undirected cost network constructed by the algorithm

from N and S in such a way that V
1
� S and for every

edge fx; yg 2 E
1
, C

1
�fx; yg� is the cost of the shortest

path of type I from x to y in N. Let Tnear be a minimum

spanning tree of N
1
and D�Tnear� be the sum of the costs

of the edges of Tnear. Let Topt and D�Topt� be an optimal

multicast tree and its cost respectively. Then

D�Tnear�

D�Topt�

W2 1ÿ

1

L

� �

:

Moreover jSj � jV j thenD�Tnear� � D�Topt�.

Proof. If jSj � jV j, then N
1
is the same as N and a

minimum spanning tree ofN is also an optimalmulticast

tree of N and S. Hence the later part of the theorem is

proved. By Lemma 1D�Tnear� � D�Tc� and byKou et al.

[27]

D�Tc�

D�Topt�

W2 1ÿ

1

L

� �

:

Hence the theorem is proved. /

4.4. Implementation details

In this section, we provide a detailed implementation

of parts 1^5 of the multicast tree algorithmwhich runs in

O�m� n log n� time.

4.4.1. Part 1

Let us add a new vertex v
0
as a single source to N and

connect vo to all the multicast vertices with edges of cost

zero. Let the new augmented network be N
0

� �V
0; E 0;

Fig. 5. The networkNs.

Fig. 6. ThemulticastTappr.
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C
0

�, where V
0

� V [ fv
0
g, E

0

� E [ ffv
0
; vigjvi 2 Sg,

and C
0

�fv
0
; vig� � 0, where C

0

is a cost function

restricted to E
0

. By modifying the new implementation

of Dijkstra's algorithm for the single-source shortest

path problem with non-negative cost edges and by

applying it to N
0

we can make it compute part 1 of our

algorithm. In order to accomplish this task, we associate

with each vertex vi 2 V
0

the following three fields.

(i) A tentative SOURCE�vi�, vi 2 V , to represent a

tentative multicast vertex vj which is closest to vi.

SOURCE�v
0
� can be set to any value.

(ii) A tentative LABEL�vi� to represent a tentative

cost of a vertex vi from its tentative

SOURCE�vi�.

(iii) A tentative predecessor, PRED�vi� that immedi-

ately precedes vi on a tentative shortest path from

amulticast vertex to vi.

Initially when we apply the single-source shortest

path algorithm toN
0

, we set PRED�vi� to NULL, for all

i � 0; 1; :::::; jSj, LABEL�vi�, to 0 and SOURCE�vi� to vi

for all vi 2 S. The source and predecessor fields of the

multicast vertices do not change.

In the scanning step of the single-source shortest path

algorithm, whenever we replace a temporary

LABEL�vi� with a label of a shorter cost coming from a

vertex vj, we set PRED�vi� to vj , LABEL�vi� to

LABEL�vj� � C�fvj; vig� and SOURCE�vi� to

SOURCE�vj�. Once the algorithm terminates, we can

find the shortest path to its source (a multicast vertex)

from a non multicast vertex by following predecessor

pointers. By examining the source fields we can find the

closest multicast vertex to every non multicast vertex. In

other words, we can partition the networkN into a forest

F � fti; t2; . . . ; tjSjg of disjoint trees.

Modifying Dijkstra's shortest path algorithm to

maintain predecessors and sources adds onlyO�m� to its

running time. Hence we can achieve O�m� n log n� run-

ning time for part 1. Since in the initial step of Dijkstra's

shortest path algorithm each multicast vertex receives a

permanent label with a value equal to zero from v
0
, we

can treat the multicast vertices separately. This will

reduce the size of the underlaying F-heap used in the

implementation of the single-source shortest path algo-

rithm from jV
0

j to jV ÿ Sj. Also jE
0

j will be reduced to

jEj. Thus we can achieve an O�E � jV ÿ Sj log jV ÿ Sj�

time bound in the worst case.

4.4.2. Part 2

The forest F constructed in the previous part can be

used in this part to generate all the possible paths of type

I. Between every two multicast vertices there may exist

more than one path of type I, but we are interested only

in keeping the shortest one. For an efficient implementa-

tion of this part we use a two dimensional array

SHORTEST of size jSj � jSj and a linked list called

PATH-LIST to keep the pointers to the cells of

SHORTESTwhich contain a shortest path of type I.

Each cell �i; j� of the array SHORTEST is a record of

the following two fields.

COST: Holds the cost of a tentative shortest path of

type I between the multicast vertices i and j.

EDGE:Holds an edge �u; v� where u 2 ti and v 2 tj,

associated with the path in (i).

The implementation of part 2 of the algorithm con-

sists of initializing the COST field of SHORTEST to1

and then computing the shortest paths of type I.

(a) Initialization of the array SHORTEST:

In this process we only initialize entries �i; j� such that

there exists vertices vk; vl with �vk; vl� 2 E,

SOURCE�vk� � i, SOURCE�vl� � j and i 6� j. Since we

have at most jEj edges, in the worst case this initializa-

tion takesO�m� time (butO�jSj
2

� space).

(b)Construction of all the shortest paths of type I inN:

In the computation of the shortest paths of type I, we

examine every edge fi; jg 2 E to check if i and j are from

different trees in F (i.e., SOURCE�i� 6� SOURCE�j��. If

so, we will have a candidate shortest path of type I

between the multicast vertices SOURCE�i� and

SOURCE�j�. If the cost of this candidate is less than the

COST field of the entry (SOURCE�i�,SOURCE�j�),

then we update the fields of this entry with the informa-

tion of this candidate. Thus, a cell �k; l� of SHORTEST

always keeps the information about the path of type I of

shortest cost so far between k and l.

Clearly each edge fi; jg 2 E is processed inO�1� time.

Hence part 2(b) takes O�m� time in the worst case. The

upper bound on the number of elements in PATH-LIST

is p � min�m;
jSj�jSjÿ1�

2

�.

4.4.3. Part 3

After the implementation of part 2 of the algorithm,

Fig. 7. Representation of the shortest paths.
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PATH-LIST points to the cells of SHORTEST which

contain the edges of the network N
1
. These edges can be

used as input to the fast minimum spanning tree algo-

rithm, togenerate theminimumspanning treeTnear. Since

the number of edges in N
1
is at most m, this part of the

algorithmtakesO�m� jSj log jSj� time in theworst case.

4.4.4. Part 4

The edges in E which are used to connect the trees in

F can be employed in this part to construct the actual

paths. These edges are stored in SHORTEST in part 2.

In this part, we construct Ns � �Vs;Es;Cs� as a subnet-

work of N, by replacing each edge in Tnear by its corre-

sponding shortest path of type I in N. For each edge

fk; lg inTnear, we do the following: First we find fi; jg2E

which was used in part 2 to form the shortest path,

PATH�fk; lg� of type I. Next we check the vertices i and

j; if i � k and j � l then the edge fk; lg is placed in Ns.

Otherwise we place inNs the edge fi; jg and the rest of the

edges on PATH�fk; lg�, which can be found by back-

tracking from i to k and from j to l using the predecessor

pointers of the vertices in PATH�fk; lg�. The predeces-

sor pointers used during this backtracking process are

changed to NULL. Thus no edge is put in Ns twice.

Hence this process is done in O�m� time in the worst

case.

4.4.5. Part 5

In this part, we compute a multicast tree Tappr for N

and S by finding aminimum spanning tree of the subnet-

work of N induced by Vs � V . The total time for this

part isO�m� n log n� in the worst case.

4.5. Performance

Theorem 2. The multicast tree algorithm just described

constructs a near optimal multicasting tree in

O�m� n log n� time in the worst case.

Proof. The worst case time complexity of this algorithm

is dominated by the worst case time complexity of part 1

which is O�m� jV ÿ Sj log jV ÿ Sj� and the worst case

time complexity of part 3, which is O�m� jSj log jSj�.

Hence the algorithm runs in O�m� n log n� time in the

worst case. /

Since this multicast routing algorithm uses only once

the single-source shortest path algorithm, and only once

the minimum spanning tree algorithm in order to con-

struct a nearminimum-costmulticast tree, it is time opti-

mal and further improvement to the algorithm is

possible only if there are improvements in the implemen-

tation of both single-source shortest path algorithm and

minimum spanning tree algorithm.Hence this algorithm

offers an efficient way of producing a near minimum-

cost multicast tree. Thus, this algorithm is particularly

useful in themobile communication environments where

topology changes will imply recomputation of the multi-

cast trees. Furthermore, the proposed efficient and near

minimum-cost multicast routing method is particularly

suited to the wireless communication environments,

where transmission bandwidth is more scarce than wired

communication environments.

5.Generalized version of themulticasting problem

In this section we consider a more general version of

the multicast routing problem, in which a communica-

tion network consists of different classes of nodes, where

each class can have one or more nodes of the same char-

acteristic which is different from the characteristics of

nodes from other classes. In order to reduce the message

traffic in such a network, we can construct a multicast

tree that contains at least one node from each class. Once

a node in a class receives the information, it can then

multicast it (if it is needed) to a group of nodes in its class,

using an efficient multicast tree algorithm described in

the previous sections. This method is particularly useful

when for example each class in a network represents

branches of one company or institution.

The problem of constructing the shortest multicast

tree that contains at least one node of each class can be

shown to be NP-complete [18]. In the following subsec-

tions, we present two efficientmulticast routingmethods

for constructing a near minimum-cost multicast tree in

such a network. These multicast routing methods can be

made to work for a network with different classes of

nodes, whichmay have the following uses:

1. A mobile network typically has nodes moving at a

variety of different speeds. Suppose we classify

nodes based on their speed of mobilities. Each class

may require a different multicasting technique (eg.

flooding may be the only thing possible if the mobi-

lity is too high). The multicast routing methods

described in the following two subsections may be

used to first construct a tree with at least one node

from each class, which then uses the favorite techni-

que for that class.

2. Since a wireless network is characterized by much

greater variation in network bandwidth than a wired

network, a wireless network may use different band-

widths for different nodes. Suppose we classify

nodes based on their bandwidths. Each class may

require a different multicasting technique. The mul-

ticast routing methods described in the following

two subsections may be used to first construct a tree

with at least one node from each class, which then

uses the favorite technique for that class.

3. The multicast routing methods may be used for

multi-level flows. For instance, a multimedia session

flow may be split up into 4 levels, hifi video, video,
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hifi audio and audio. Some people may just want

audio, some requiring a particular level of flow.

5.1.Multicast tree construction in a generalized network

5.1.1. AlgorithmA

AlgorithmA is a simple and very efficient approxima-

tion algorithm for constructing a multicast tree in a gen-

eralized network. The description of the algorithm is as

follows:

Let Ng � �E;V ;C� be a generalized network in

which

� V �

S
K

i�1
Vi, whereK is the number of classes,

� Vi represent the set of nodes in class i,

� E represent the set of edges/links,

� C represent a cost function which maps E into the

set of non negative numbers.

One efficient way of constructing amulticast tree that

contains at least one node from each class, is to first dis-

regard the fact that we have different classes in a given

communication network and apply one of the well

known minimum spanning tree algorithms on the entire

network to find a minimum spanning tree that connects

all nodes in all the classes. Next, we try to prun this mini-

mum spanning tree by removing the leaves which have at

least one more representatives from their class in the

minimum spanning tree.

In order to do the pruning efficiently, in addition to

other data structures, we need to have a class counter for

each class of nodes, andwe need to order the list of leaves

in a decreasing order of their link costs to the minimum

spanning tree (so that if there were more than one leaf

from the same class in the minimum spanning tree, we

could remove the leaves with the higher link costs first.)

Then we need to repeatedly choose a leaf with a maxi-

mum link cost and remove it from the tree if its class

counter is greater than one. However, if the chosen leaf

belongs to a class with its class counter equal to one, we

do not remove that leaf from the minimum spanning

tree.We can use a heap to store the leaveswith their asso-

ciated link costs.

5.1.1.1. Performance

Theorem 3. Algorithm A constructs a near optimal

multicast tree for a generalized network Ng � �V ;E;C�

with K classes of nodes in time O�m� n log n� in the

worst case, where jEj � m and jV j � n.

Proof. The minimum spanning tree computation part of

the entire network with K classes can be done in

O�m� n log n� time in the worst case using an improved

minimum spanning tree algorithm [16]. Since we have at

most nÿ 1 edges in the minimum spanning tree, the

pruning part of the redundant leaves takes at most

O�n log n� time in the worst case. Therefore, all together

Algorithm A will take O�m� n log n� time in the worst

case. /

Even though this algorithm is simple and efficient, it

does not always produce a good near optimal multicast

tree. In the next section, we describe another approxima-

tion algorithm for constructing a multicast tree in such a

generalized network, which produces a better multicast

tree with a different time complexity.

5.1.2. AlgorithmB

Here we present a more sophisticated approximation

algorithm for constructing a multicast tree in a general-

ized network. The algorithm uses one of the efficient

multicasting algorithm described in the previous sec-

tions. It first looks for a subtreewith amaximumnumber

of vertices fromdifferent classes in the network, and then

repeatedly adds to this subtree a shortest additional path

to a vertex whose class does not have any representative

in the subtree. The high level description of the proposed

algorithm is as follows:

Step 1: Apply the multicast tree algorithm described in

the previous section to find a near optimal mul-

ticast tree for each of the K classes of vertices

individually. This step is done by assuming that

all the nodes in a class are considered as multi-

cast nodes and the rest of the nodes are consid-

ered non multicast nodes. So we try to find a

near optimal multicast tree that connects all the

nodes in one class using other nodes in the

remaining classes as non multicast nodes.

Step 2: Among the K multicast trees constructed in

step 1 of the algorithm, choose the multicast

tree Tmult, which contains the highest number of

vertices from different classes in the network.

Step 3: Repeatedly add to the partial tree Tmult created

in the previous step, a shortest additional path

to a vertex whose class does not have any repre-

sentative in the partial multicat tree Tmult. This

step will be continued until Tmult includes at

least one representative from each class of

nodes.

Step 4: Prun the partial multicast tree Tmult from step

3, by removing the leaves which have at least

one more representatives of their class in the

multicast tree. This is done by removing the

leaves with the higher link costs first. As with

the previous algorithm, we need to use the class

counter for each class so that we make sure that

at least one node from each class remains in the

final partial tree Tf which is the near optimal

multicast tree. This step can be implemented in

the same way as in algorithmA.
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5.1.2.1. Performance

Theorem 4. Algorithm B constructs a near optimal

multicast tree for a generalized network Ng � �V ;E;C�

with K classes of nodes in time O�K�m� n log n�� in the

worst case.

Proof. Step 1 of the algorithm needs to construct K near

optimal multicast trees, using the efficient multicast tree

algorithm described in section 4. Since each application

of this multicasting algorithm takes O�m� n log n� time

in the worst case, then all together this step will take

O�K�m� n log n�� time. Step 2 can be implemented

using one of the graph search algorithms, such as depth

first search (DFS) or breadth first search (BFS), in

O�Km� time. Step 3, can be implemented in

O�m� n log n� using an efficient implementation of

Dijkstra's algorithm. Step 4 can be done in O�n log n�

time as described in Theorem 3. Since Step 1's time

requirement dominates the time required for all other

steps, the overall time complexity of algorithm B is

O�K�m� n log n�� in the worst cast.

6. Conclusion

Multicasting is an important component of present

and future networks. Efficient and near minimum-cost

multicast routing algorithms will reduce the transmis-

sion overhead of the network and the time it takes for a

group of nodes to receive the information. In this paper

we discussed several multicast tree algorithms and pre-

sented a simple, efficient and near minimum-cost multi-

cast routing algorithm which can construct a multicast

tree with a cost no greater than twice the cost of an opti-

mal tree. Since thismulticast routing algorithm uses only

once the single-source shortest path algorithm, and only

once the minimum spanning tree algorithm in order to

construct a near minimum-cost multicast tree, it is time

optimal and further improvement to the algorithm is

possible only if there are improvements in the implemen-

tation of both single-source shortest path algorithm and

minimum spanning tree algorithm.Hence this algorithm

offers an efficient way of producing a near minimum-

cost multicast tree. Thus, this algorithm is particularly

useful in themobile communication environments where

topology changes will imply recomputation of the multi-

cast trees. Furthermore, the proposed efficient and near

minimum-cost multicast routing method is particularly

suited to the wireless communication environments,

where transmission bandwidth is more scarce than wired

communication environments.

We have also presented two efficient and near optimal

multicast routing methods for a general version of the

multicast routing problem in which a network consists

of different classes of nodes, where each class can have

one ormore nodes of the same characteristic which is dif-

ferent from the characteristics of nodes from other

classes. Because of their efficient running times and their

near minimum-cost multicast tree constructions, these

algorithms are very useful in the constructions of multi-

cast trees in both the mobile communication environ-

ments and the wireless communication environments.

Since wireless communication is closely associated

with mobility and mobility in turn introduces new pro-

tocol demands such as routing and multicasting in a

dynamic network and temporary disconnection hand-

ling which were not supported in the existing internet-

work protocols, new multicast routing algorithms need

to be devised that can tolerate these kind of mobilities

in a more efficient and practical way. To this end we

are currently working on distributed versions of these

algorithms which are particularly useful in a mobile

communication environments where the network

topology goes through frequent changes. Finally, in

order to effectively utilize the network bandwidth/

resources, more efficient and practical multicast rout-

ing algorithms need to be devised for both wireless and

wired networks. Also more work needs to be done in

the generalized version of the multicasting problem.

Possible future extensions to this work include the con-

struction of trusted multicast facilities. This includes

authentication of participants and preventing

unauthorized transmissions and receptions.
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