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Numerous distributed operating systems have been proposed in the literature, some of which have developed into commercial systems. Unfortunately, the educational arena has not kept up-to-date with these developments. Currently, little educational emphasis has focused on experimental distributed operating systems. Furthermore, only a few systems have been developed as a tool to test distributed systems and thus those that were, are basically stand-alone systems, and not complete distributed operating systems. The DUNIX kernel, which is intentionally small, modular, and simple, thus is easily understood and modified. A powerful interactive kernel debugger available in DUNIX enables students to easily observe and modify the system. Thus, experimentation with an actual system is possible. A sample session that illustrates the salient features of DUNIX, in terms of laboratory experimentation is presented.

1. INTRODUCTION

The study of operating systems has been part of the core computer science curriculum for many years. A typical undergraduate operating systems course consists of classroom lectures on operating systems principles as well as laboratory assignments to reinforce the lecture material. An operating systems course can also be taught by using a real operating system to illustrate important concepts and to provide a basis for laboratory assignments. Not only does the real operating system allow the student to see how individual concepts are combined to form a cohesive unit, but this approach also gives the student a hands-on learning tool. Unfortunately, most production-quality operating systems are far too large and complex to be understood by a student in a one-term course. To address this problem, two different approaches were taken. In the first approach [1,3], a book describing a complete operating system (UNIX™ Version 6) was written. Thus, the students could better understand the operating system source code. However, as no kernel experimentation tools were developed, debugging the code developed by the student was very difficult. The second approach lead to the development of a number of smaller operating systems, whose main purpose is to illustrate operating systems principles to students [3,5,20]. The primary disadvantage of these "toy" operating systems is that many issues that are encountered in the design of real operating systems are often ignored.

Teaching a contemporary operating systems course is even more challenging as the field continues to evolve. In particular, as the uniprocessor timesharing systems of yesterday are replaced with today’s distributed operating systems, finding a sample distributed operating system to use in conjunction with a course may present certain problems. As with their non-distributed counterparts, a distributed operating system used in a course must avoid overwhelming the student with details, but should have sufficient functionality to illustrate important operating systems concepts and their implementation.

In this paper, we describe how an existing distributed operating system, DUNIX, can be used as a hands-on teaching tool for operating systems courses. DUNIX contains most of the functionality found in typical distributed operating systems, but is organized in a highly modular fashion to hide implementation details and make the source code more understandable. DUNIX also has many features which can be exploited to aid in teaching an operating systems course with a significant laboratory component.

The remainder of this paper is organized as follows. In Section 2, an overview of the DUNIX environment and the DUNIX kernel structure is presented. The structure of a DUNIX-based distributed operating system laboratory is described in Section 3. Section 4 contains a sample DUNIX session that illustrates how DUNIX might be used in a classroom setting. Concluding remarks are presented in Section 5.

2. THE DUNIX OPERATING SYSTEM

The DUNIX operating system [11,12], a UNIX derivative, is a fully operational complete distributed operating system in production use at Bellcore. DUNIX provides users with the illusion that only a single machine exists, when in reality numerous machines comprise the system. DUNIX provides the features of a "standard" non-distributed operating system while masking the computer boundaries.

A typical DUNIX environment is shown in Figure 1. As shown, multiple machines are interconnected via a packet switched network. Each machine is fully configured and consist of its own local peripherals. To provide high availability, disks can be shared between the individual machines.

The DUNIX system is by no means unique. Many other distributed operating systems have been developed, e.g., Amoeba [14,15], the V System [4], DEMOS [2], Crystal [7], Aegis [9,10], the CHORUS system [1], the Cambridge Distributed Computing System [6], Accent [17], Mach [18], Clouds [6], and LOCUS [21]. All of these are/ were used daily in research environments; in some cases, they are.

Although the disks are dual-ported, a given disk is physically connected to a single computer at a given time. If that computer breaks, the disk may be switched to another machine by the system operator.
also available as commercial products. For an excellent survey of distributed operating systems, the reader is referred to [19]. Although these systems are widely publicized, there have been no published accounts of using these systems as educational tools.

2.1 Global Structure of the DUNIX System

In DUNIX, each computer has its own copy of the kernel. All local kernels cooperate to create the illusion of a single UNIX machine. Each computer is fully autonomous and every kernel is equivalent and operates in the same manner. Note many distributed systems, like those employing the client/server model, do not follow this principle. Furthermore, in DUNIX a set of cooperating kernels resemble a single independent kernel in that no distinction is made regarding the locality of an operation. Supporting such a structure simplifies the debugging of the system since debugging a distributed systems requires only the debugging of an individual kernel on a single machine.

The DUNIX kernel is small, modular, and relatively low in complexity as compared to other complete operating systems such as Berkeley 4.x UNIX. The kernel is divided into modules that only interact with other modules through their calling interface. This allows a programmer (or a student) to concentrate on one aspect of the system without worrying about side effects between modules or implementation details of modules not being studied.

The structure of the kernel follows Dijkstra's concept of software levels [8]. The system is composed of levels of abstractions where any level can only depend on lower levels. Figure 2 shows this structure. The kernel is composed of three main components: the lower kernel, the upper kernel, and the switch. Each of these components is active only when a process is running within that component. The same process may run in any component.

All objects (tiles, devices, etc.) reside at exactly a single computer. There is no remote caching of objects' states, and read ahead and write behind of files are confined within the computer having the file. The system is procedure call oriented. When a process wishes to perform an operation on an object, it does not send a message to a server, but instead expands to the computer where the object is located, and performs the operation itself.

The lower kernel maintains local objects. It provides abstract operations on these objects, and is responsible for the integrity of the objects. The upper kernel maintains the context of the processes, i.e., the user ID, the file creation mask, the binding of open file-descriptors to lower level names, etc.

The upper and lower kernels are not concerned with networking and communications protocol issues; only the switch is cognizant of the peculiarities of the network. The switch transfers the activity of a process from the upper kernel of one computer to the lower kernel of another computer (which could be the same computer).

The upper and lower kernels do not distinguish a remote operation from a local one, while the switch does not know the semantics of the activity it is transferring, e.g., it does not distinguish between killing a process and creating a file. Most services are provided to the upper kernel via the switch, except for CPU cycles and address-space management. These services are directly provided by the the local lower kernel.

2.2 Naming of System-wide Objects

A system-wide object is an object residing in one computer and of potential interest to processes in other computers. In DUNIX, system-wide objects have universal names. While a process is in the upper kernel, it may hold or store only the universal names of the object(s) of interest. It may access the objects only via these names. Universal names are not reused. A universal name has the following attributes:

- Fixed size bit-string, the size depending on the type of the object.
- Location independence (utilized in process migration).
- Context independence, namely, if two processes each have a universal name and these names are bitwise equal, then both names refer to the same object. This attribute is important when forking one process to two.

The DUNTX universal device names are equivalent to standard UNIX device numbers. These names are 16-bits wide and encode, among other details, the ID of the computer having the device. Naming of files is more elaborate, since unlike devices, their lifespan is relatively brief. Universal file names refer only to active files, i.e., files whose representations reside in the primary memory file table. The 64-bit name contains the following details:

- Unique identifier (the same unique identifier is recorded in the tile representation)
- ID of the computer having the tile
- Index into the primary memory file table, and a unique identifier.
2.3 Software Statistics

The size of a DUNIX kernel depends on the assortment of I/O devices the kernel drives. Consider a modest DUNIX kernel with a minimal set of device drivers. Such a kernel has device drivers for disks and RS232 ports, but does not support TCP/IP. This kernel would contain approximately 17,400 lines of source code. Include files which are inserted within several other source files by the compiler (xxxx.h files) are counted only once. Comment and blank lines compose roughly 30% of the total count. The 17,400 lines of the are partitioned as follows:

- An Ethernet-based switch (1,800 lines)
- The upper kernel (2,800 lines)
- The lower kernel (12,800 lines)

Because the lower kernel is responsible for accessing the various devices, the disparity in size between the upper and lower kernel became even larger in a richly-configured system containing a large assortment of I/O devices.

3. A DISTRIBUTED OPERATING SYSTEM EDUCATION LABORATORY

3.1 Why Use DUNIX?

Two earlier operating systems have been used as teaching tools, namely, MINIX [20] and XINU [51]. Both systems have an advantage over DUNIX in that they are accompanied by a textbook and execute on a wide variety of machines. Since there is currently no text accompanying, DUNIX can only be used as a tool in an advanced distributed operating systems laboratory course.

For laboratory courses, DUNIX has numerous advantages over these two systems. The first is that DUNIX is truly a distributed system. Second, unlike XINU, it is a production-quality operating system that contains copy-on-write memory management, process migration, device drivers, and most notably, a powerful debugger which enables the user to view the behavior of the internals of the kernel. A DUNIX system also has extensive user-level software including software development tools, TCP/IP, a mail system, a text formatter, print spooler, and the X Windows System™.

Third, DUNIX supports system partitioning, i.e., the physical machines on the same network can be configured into independent disjoint systems. Due to the single machine illusion and the symmetry in the mode of operation, each disjoint system, even if consisting of only a single machine, resembled the global system. Thus, the debugging of the system is simplified.

Fourth, in DUNIX a subset of the computers are used for software development and other non-experimental programming tasks. This subset of computers is designated as the production system. The remaining computers are designated crash computers. A crash computer is used to test new kernels or other utilities. Because no production work is done on a crash computer, normal users are not affected during testing.

By connecting the RS232 console ports of each crash computer to the production system, a crash computer may be halted and restarted, new kernels may be downloaded into it, etc., all without any physical access to either machine. Thus, a crash computer may be manipulated from a user logged into the production system in the same manner that it could if a user was physically located at the computer console. The console line is also used by the debugger to communicate with the user.

Finally, a DUNIX system can be configured such that the critical segments of the filesystem are write protected via hardware and/or software. A minimal file system is relatively large (~20 Mbytes) reloading it whenever a computer crashes is a lengthy and bothersome process. Since any experimentation requires a controlled environment, it is vital that for every newly configured kernel, the file system will always start out in the same state. Since experimental kernels crash very often and can easily corrupt the filesystem, supporting read-only filesystems is essential.

3.2 Laboratory Organization

In an ideal systems laboratory, a DUNIX system would be configured in the production system/crash computer relationship described above. Students are provided with a set of "bare" slave machines which are used as crash computers. With these machines, students can experiment with all aspects of operating systems, including CPU scheduling, executing privileged instructions, and writing device drivers that directly access devices connected to them.

For example, by modifying the CPU and disk scheduling routines, a student can alter the performance of the system, possibly introducing new scheduling priorities. New process migration policies can be studied. Varying the swap space, cache strategies, and file system organization are all experiments that can be performed. The appropriate subset of experiments are left to the discretion of the instructor.

By giving every student in the class an account on the production (master) DUNIX system and each team of 2-3 students a time allotment on a subset of the crash computers, a team can build kernels on the production system and test them on a crash system. As shown in Figure 3, students situated at any terminal can develop their software on the production system (which would normally be a powerful system than the crash computers) and then download the software onto a crash computer. In the figure, the six physical computers are partitioned into 4 logical systems (systems 0, 1, 2, 3); 2 computers used as a single production system (sysid=0), 2 computers configured as a single crash system (sysid=1) and two additional crash computers (sysid=2, sysid=3). Reconfiguring the logical systems can be done by a suitably privileged user at a terminal; no hardware reconfiguration is necessary.

4. EXPERIMENTATION WITH DUNIX

The DUNIX kernel debugger both traces specified event as well as provides an interactive environment to analyze a running system. In the interactive mode, the kernel is halted and the state of kernel can be examined. In the trace mode, the system continues to execute, however, events selected by the user are traced. Thus, a user can witness the various activities associated with a particular computer call. Consequently, the DUNIX kernel debugger can be used not only as an aid to kernel debugging but also as a visualization tool to illustrate the behavior of a kernel. By observing the system trace and the performance counters, a user can readily appreciate how changes in algorithms or kernel parameters affects system behavior.

---

2In comparison, an equivalent Berkeley 4.2 UNIX kernel consists of approximately 45,000 lines.

TM X Windows is a trademark of MIT.
As some bugs are time dependent, trace output may hide some of these errors. However, without the tracing, detecting and correcting the errors is difficult. To remedy this problem, the DUNIX debugger can log the output in an internal circular buffer for display at a later time. Furthermore, as writing to a user terminal dramatically increases the processing time, infrequent errors are not easily reproduced without suppressed printing.

To illustrate the potential of exploiting DUNM as an educational tool, a sample session using the DUNIX debugger is provided. In general, all user commands are highlighted in bold-face type. Control-A ([A]) transfers control from the user level to the debugger. In the interactive mode, the kernel activity is suspended, hence the its state is easily examined. Issuing a quit command (q), restarts the execution of the kernel. The "dunix#" and "dunix1" are the user level and debugger prompts, respectively.

A session begins by compiling a new kernel on the production system (mirage) via the make command. Once compiled, the new kernel is sent to the console line to the crash computer. As seen below, downloading the newly compiled kernel from the production system to the crash computer(s) is achieved via typing a user command (dI) and does not require physical access to either system. As other researchers [7] have observed, requiring physical access to the crash computer to download a new kernel is a considerable deterrent to the use of the system. In this example, the kernel symbol table is also downloaded. This enables the debugger to install breakpoints and to produce a symbolic printout of the calling stack.

Once the kernel is loaded, the production system generates a virtual connection between the user terminal and the console line of the crash computer. Starting from the "VAX750!" prompt, all remaining output presented is generated by the crash system, and user input is processed directly by the crash computer.

As the newly downloaded kernel comes to life, several system parameters may be set. Usually the default parameters are sufficient. In the example below, no modifications to the default values are made with the exception of the system id value (sysid 3). Initially the kernel probes the hardware to determine which devices are available (auto-configuration) and then resets to user level under single user mode. The dunix# prompt is produced by the single user shell.

As faulty kernels are likely to corrupt the file system, DUNIX may be used with a write-protected file system. This protection is provided either via software and/or hardware. In the example below, an unsuccessful attempt is made to write onto a read only disk partition. To provide a writeable partition, a clean, temporary disk partition is created (mktmp).
Providing an experimental environment requires sufficient on-line help, otherwise experimentation becomes more of a library search and not a “playful experience”. DUNIX provides such support via the \texttt{?} command. Simply typing a question mark in the debugger mode prints all the debugger options. A question mark followed by an option name provides a detailed description of the option. Commands are executed once. Variables are integer values and can readily be examined and modified. A flag is activated by typing its name, either with or without a + sign and is cancelled by typing a flag name. Flags are usually used to invoke traces at specific events. For example, the cswf trace flags context switches.

Disk I/O can be traced. Disk partition \texttt{dk30a} contains the /etc/passwd file, hence only READs are required. The \texttt{READ} and \texttt{WRITE} output related to disk partition \texttt{dk31d} results from the kernel initially reading the current (dot) directory prior to writing the password file in that directory. As shown, each disk request produces two output statements. The first is for the queueing and the second is for the processing of the request. Note that failed system calls are also specifically traced in this example.

Understanding the execution of a kernel requires the capability of tracing individual events. In the example below, all system calls are traced for the execution of the \texttt{ls} command. As shown, both the successful and failed system calls are printed with the appropriate indication of status. All system calls, except \texttt{fork}, result in two statement being printed: once at the start and once at the return of the execution of the call. The fork system call results in three statements, once at the start, once upon the return of the child fork, and once upon the return of the parent fork system call.
`breakpoint` can be set at entry and exit of any procedure of the kernel. For example, the `path2fnm` procedure translates a logical name to a binary name. As shown, a breakpoint is set at the entry and exit of the `path2fnm` function. The calling stack display command (`$s`) displays the calling sequence that resulted in an invocation of `path2fnm`. The `-s` option lists the values of all local variables on the top of the calling stack.

The handling of scarce resources is of primary concern in operating systems. A common error is not reclaiming unused resources or to keep them locked unnecessarily. The debugger provides a mechanism for checking the state of the system resources. As shown below, prior to executing the `echo` command, only 6 active files are used in the system. While executing the echo command, 7 active files are found.

Similarly, examining the process table during an `exec` system call execution illustrates the transformation of the `csh` execution to that of the `ps` execution. The trailing number is the process id.
Modifying performance related algorithms, e.g. CPU and disk scheduling, necessitates the capability of viewing the performance of the system. As shown below, such capability exists in DUNIX. The debugger command invokes the debugger from the user level. Thus the debugger command results in the clearing of the system meters and the displaying of the performance involved in copying /etc/hosts to the dot directory.

5. SUMMARY

The study of operating systems is a fundamental component of current undergraduate computer science syllabi. Traditionally, operating systems education consists of reading textbooks and research papers, coding relatively small, model operating systems, possibly only some of individual components of the system, and participating in various classroom discussions. We believe that in addition to the traditional teach approach, experimentation with an actual system is necessary. Specifically, traditional teaching approaches introduce the student to the fundamentals of operating systems, but to obtain deep insight to the intricacies of systems, experimentation is required.

York's paper focused on the exploitation of DUNIX, a complete, modular, distributive operating system, as a teaching tool for experimental operating systems laboratory.
DUNIX is chosen from among the numerous available distributed systems due to the numerous features that aid in education that DUNIX incorporates. Some of these features include, a powerful debugger, supporting a write-protected filesystem, kernel downloading capabilities that do not require physical access to the hardware, etc. The advantages provided by these features were discussed. A sample session using DUNIX was presented.

If a deeper insight into the inter-workings of a distributed system is desired, experimentation with an actual system is beneficial. This paper presented a possible system to use as a teaching tool that can provide the desired insight.
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