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Abstract—Often documents of historic significance are 

discovered in a state of disrepair.  Such documents are commonly 

scanned to simultaneously archive and publicize a discovery.  

Converting the information found within such documents to 

public knowledge occurs more quickly and cheaply if an 

automatic method to enhance these degraded documents is used 

instead of enhancing each document image by hand.  We 

describe a novel automated image enhancement approach that 

requires no training data.  The approach is applicable to images 

of typewritten text as well as hand written text or a mixture of 

both.  The pair of parameters used by the approach is 

automatically self-tuned according to the input image.  The 

processing of a set of historic documents stored at Yad Vashem 

Holocaust Memorial Museum in Israel and selected images from 

the 2011 DIBCO test collection illustrate the approach.  

Keywords—readability enhancement; historic document 

processing; document degradation 

I. INTRODUCTION 

The proliferation of affordable computer hardware has 
made it increasingly desirable to digitize items of historic 
significance.  Archiving historic images in particular has been 
encouraged by the introduction of high quality scanners and a 
drastic reduction in the cost of storing and transmitting the 
images those scanners produce.  The subsequent increase in 
availability of historic document images presents an 
opportunity for image enhancement techniques to improve the 
accessibility and processing of historic image digitization and 
archival efforts. 

We present a novel method to automatically enhance and 
binarize degraded historic images.  This image enhancement 
method is unique because it: 

 Requires no human interaction.  Thus, this technique 
can be part of a high throughput image processing and 
archival effort. 

 Requires no training data.  Thus, this technique can be 
applied to any dataset. 

 Is trivially parallel because it is input page independent. 

We illustrate our method by applying it to selected images 
from two different corpuses. The first corpus contains scans of 
historic documents that are currently stored at Yad Vashem 
Holocaust Memorial Museum in Israel.  The second corpus 

contains test images from the 2011 Document Image 
Binarization Contest.   

II. RELATED WORK 

Binarizing a potentially degraded color image is a well-
studied task.  In 2009 and 2011 a Document Image 
Binarization Contest (DIBCO) was held during the 
International Conference on Document Analysis and 
Recognition (ICDAR).  Multiple algorithms were submitted to 
both contests.  The 2009 contest compared 43 different 
binarization algorithms while the 2011 contest compared 18 
algorithms. The 2011 DIBCO organizers provided eight 
images of hand written text and eight images of printed text.  
The images in this test collection showed various forms of 
degradation.  The competition also provided a black and white 
ground truth image for each of the 16 original images. The 
contest summary papers [1, 2] provide short descriptions of the 
submitted algorithms as well as a description of the results. 

The image enhancement and binarization method 
introduced herein differs from some other methods in two 
important ways.  First and foremost, the parameters of our 
method are set automatically.  No human interaction or 
guidance is required to determine which parameter values to 
use.  This differs from methods that encourage humans to 
adjust the parameters as necessary as in [3] as well as those 
methods that have sensitive parameters that must be hand set as 
in [4].  Automatically setting the parameters [5] also avoids the 
need to preset one or more global parameters as in [6, 7]. The 
second important distinction of this method is that it does not 
require training data of any kind.  This distinguishes it from 
machine learning based methods such as [8].  An important 
consequence of not needing training data is that our method is 
input page independent.  Therefore, our method can be applied 
to every image in a corpus in a trivially parallel manner.    

III. METHODOLOGY 

The method described herein converts a color or greyscale 
document image to a strictly black and white document image. 
The conversion technique is designed to simultaneously reduce 
the effect of document degradation and highlight the essence of 
the pre-degraded document.  The ultimate goal is to produce a 
single black and white image that makes the information in the 
original document as legible as possible.  

We empirically evaluate our method by applying it to 
images from Yad Vashem’s Frieder Dairies.  These historical, 



physically-degraded, museum-stored diaries were written 
primarily during the 1940s, survived adverse conditions during 
World War II,   and provide a wide variety of image test cases.  
Pages contain typewritten text, handwritten script, pictures, 
multiple languages, and combinations of these.  They also 
show differing amounts of degradation due to storage condition 
and paper type.  This collection of images is available upon 
request. The diaries themselves are on permanent loan to 
Israel’s Yad Vashem archives. 

The image enhancement and binarization method presented 
here is based on the guiding principles that “writing” pixels 
should be darker than the “non-writing” pixels nearby and 
“writing” should generate a detectable edge. Of course, these 
principles are not universally true; however, they are rarely 
violated in practice; at least as far as observed herein. Our 
method is specified in Fig 1, with each of the 4 core steps 
discussed in detail below. 

 

Figure 1: Pseudo code of Image Enhancement Method 

A.     Create a Greyscale Image 

The first step towards obtaining an enhanced black and 
white image is to create a greyscale version of the input image.  
We use principle component analysis (PCA) to reduce the 3-
dimensional RGB (red, green, and blue) value for each pixel to 
a single greyscale value.   

B. Process 1: Isolating Locally Dark Pixels 

The second step determines which pixels in the greyscale 
image are “locally dark”. We use a constant sized window of 
pixels from the greyscale image to analyze each pixel. The 
window is an n by n pixel square region where n is always odd.  
As we slide this window across the greyscale image we make a 
“is locally dark” decision about the pixel at the center of this 
window. Each time the window is moved, we compute the 
Otsu threshold for the pixels within the window.  If the center 
pixel is darker than the Otsu threshold we include that pixel in 
the set of “locally dark” pixels.  For a pixel to be black in the 
final output image it must be flagged as “locally dark” in this 
step.  This requirement is inspired by the general principle that 
“writing” pixels should be darker than the “non-writing” pixels 
nearby.  The winSize parameter is set automatically using a 
method discussed in Section III.E. 

 

Figure 2: Process Used to Isolate Pixels that are "Near an Edge" 

 

 

Figure 3: Intermediate Results when Isolating Pixels that a Near an Edge.  

(A) Edge detection output (B) Blurred edge detection output (C) Clustered 
output 

C. Process 2: Isolating Pixels Near an Edge 

The second guiding principle behind our method is that 
writing should generate a detectable edge.  Process 2 isolates 
all pixels that are near detectable edges thus reflecting the 
second guiding principle.  A summary of this pixel isolation 
process is depicted in Fig. 2. 

We begin this process by running Sobel edge detection.  
The Sobel operator approximates the gradient of the greyscale 
image at a particular pixel.  When the gradient is large, a 
border between light pixels and dark pixels exists.  An example 
of the output of the edge detection step can be seen in the panel 
A of Fig. 3.  Notice that the letters are outlined clearly in this 
example.   

Once edge detection has been performed, we blur the 
resulting image one or more times.  The blurring operation 
applies a Gaussian blur across a 5 by 5 window of pixels.  The 
numBlurs parameter is set automatically using a method 
discussed in Section III.E.  Next, the pixels within the blurry 
edge detection image (shown in panel B of Fig. 3) are clustered 
into 4 sets:  dark, medium-dark, medium-light, and light pixels.  
An example of this clustering is shown in panel C of Fig. 3. 
Pixels that are assigned to the dark, medium-dark, and 
medium-light clusters are considered “near an edge”. 

D. Combining Results from Processes 1 and 2 

Processes 1 and 2 generate two sets of pixels: (1) pixels that 
are “locally dark” and (2) pixels that are “near an edge”.  The 
final step towards creating a black and white output image is to 
compute the intersection of these two sets.  Every pixel that is 
both locally dark and near an edge is set to black in the output 
image.  If a pixel does not meet both of these criteria, it is set to 
white in the output image. 

E. Parameter Selection 

The processes discussed in sections III.B and III.C each 
requires one parameter: winSize and numBlurs, respectively.  
One of the more important aspects of this image enhancement 
and binarization method is that the only two parameters are 
determined automatically.  Automatic parameter selection 



ensures that this method can be used with as little human 
interaction as possible.  

The winSize parameter is set so that spotting like that 
shown in the middle panel of Fig. 4 is significantly reduced.  
This spotting is generally caused by noise in the image that 
produces phantom edges.  Increasing the winSize parameter 
makes it more likely that an obvious edge is included in a 
window when the “is locally dark” decision is made.  The 
inclusion of a true edge will reduce the likelihood that a false 
positive will occur due to noise.  The net result is that spotting 
is less prevalent in the image. 

 

Figure 4: Increasing winSize parameter reduces “spotting”: (left) Original 

(middle) winSize = 9, numBlurs = 2 (right) winSize = 17, numBlurs = 2. 
 

The metric used to set the winSize parameter is designed to 
be sensitive to the spotting we are attempting to minimize.  We 

increase the winSize parameter (from an initial value of 9) until 
our metric no longer changes appreciably.  At this point we 
assume the level of spotting is also not changing appreciably. 

The metric we use is deemed the standard deviation of the 
standard deviations.  To compute this metric, we randomly 
select many (on the order of 10,000) 25 by 25 windows from 
an output image.  We count the number of black pixels in each 
random window.  Next, that count is converted to a set of n 0’s 
and (625 – n) 255’s where n is the number of black pixels in 
the corresponding window.  We then compute the standard 
deviation of each set of 625 pixel color values.  Next we 
compute the standard deviation of our sample of standard 
deviations.   This metric is sensitive to spotting because the 
difference between a window composed of only white pixels 
versus a window composed of almost only white pixels is 
large. 

The numBlurs parameter is set second.  This parameter is 
gradually increased until each successive image is nearly 
identical to the proceeding image.  A pair of images is deemed 
nearly identical if 99.5% of their pixels match.  The numBlurs 
parameter is used mainly to enable our method to 
accommodate images of different resolutions. 

Figure 5:  Sample Result: Document M.5_193_67.  Areas of interest are circled in red.  Automatically set parameters: winSize = 13, numBlurs = 4 

  



IV. EXPERIMENTAL RESULTS AND DISCUSSION 

Figures 5 and 6 show typical results from when our image 
enhancement and binarization method is applied to images in 
our dataset.  These images were selected to illustrate some of 
the variety within our dataset as well as how our algorithm 
responds to handwritten script, typewritten text, and 
photographs.  Areas of interest in these results are circled in 
red. 

The three areas circled in Fig. 5 correspond to typewritten 
characters that are significantly lighter than their surrounding 
characters.  Notice that these fainter characters are more legible 
in the enhanced document image than they are in the original 
document image (this is especially true when the images are 
viewed at their intended size).    It is worth noting the phrase 
“hat mich darauf telefonish” is legible despite the image 
yellowing above “mich” and the boldly written “t” just prior to 
the faintly typed “uf” and almost undetectable “a”.  

The processed diary image on the right side of Fig. 6 shows 
two minor defects.  In the top circle we see that only the 
bottom portion of the script loop is retained.  A faint detectable 
edge is generated by the loop that is missing from the 
processed image.  However, that detectable edge is “blurred 
away” when the 6 blurring operations are applied.  The circle 
at the bottom-right highlights that the discoloration in that 
corner is not converted to a perfectly clean black and white 
image.  The spotting discussed in section III.E is visible in this 
corner of the processed image.  Note, however, that spotting is 
not present in most of the right hand margin – the spotting is 
only prevalent in the corner.  This is particularly relevant 
because the images from Fig. 4 that introduce the spotting issue 
are excerpts from the original image shown in Fig 6.  

The final observation to make about Fig. 6 is that the four 
photographs in the original image are recognizable in the final 
black and white image. The presence of these photographs did 
not hinder the ability to enhance the faint script to the right of 
the photos.  

      

 

Figure 6:  Sample Results: Document M.5_193_25. Areas of interest are circled in red.  Automatically set parameters: winSize = 17, numBlurs = 6 



 
Figure 7: DIBCO 2011 HW3 Results: (top) Original image HW3 from DIBCO 2011, (middle) Ground Truth, (bottom) Results 

 

A. The DIBCO 2011 Test set 

Figs. 7 and 8 show excerpts of an original problem image 
(HW3 and HW2), its corresponding ground truth image, and 
the result of applying our method to that image.  Our output 
image for HW3 has a precision of 0.979, a recall of 0.834, and 
an F-measure of 0.901.  Our output image for HW2 has a 
precision of 0.981, a recall of 0.898, and an F-measure of 
0.937. The top 3 methods from the DIBCO 2011 competition 
had an average F-measure of 0.927 for image HW3 and 0.944 
for image HW2. Our method produces lines that are about one 
or two pixels thinner than the ground truth images.  

V. CONCLUSION 

The image enhancement and binarization method present 
here significantly improves the legibility of degraded historic 
images in our dataset. The main advantages of this algorithm is 
that it requires no human action to find parameters that yield 
good results nor is a training set of images needed.  Avoiding 
the need for human interaction can significantly improve the 
throughput of image digitization and archival effects. Forgoing 
a training set enables the approach to be used on any 
collection.  An ancillary benefit of this algorithm is that it 
simple to implement and easy understand. We conjecture that 
the enhanced images our method produces will enable 
improved optical character recognition performance.  We plan 
to test this conjecture in the future. 
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Figure 8: DIBCO 2011 HW2 Results: (top) Original image HW2 from DIBCO 2011, (middle) Ground Truth, (bottom) Results 


