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Abstract
Retrieving off-topic documents to a user's pre-defined area of interest via a search engine is potentially a violation of access rights and is a concern to every private, commercial, and governmental organization. We improve content-based off-topic search detection approaches by using a sequence of user queries versus the individual queries.  In this approach, we reevaluate how off-topic a query is, based on the sequence of queries that preceded it.  Our empirical results show that using the information from the queries in a given query window, the false alarm rate is reduced by a statistically significant amount.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information Search

General Terms
Algorithms, Experimentation, Security

Keywords
Misuse detection, clustering, false alarms, time series

1. Introduction

The unauthorized access of documents by an authorized individual – known as “off topic search”– has become an increasingly prevalent problem in today’s society.  After computer viruses misuse is the most common form of computer crime [1]. We focus on detecting this sort of off topic search in an information retrieval system.
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While a user is issuing queries to an information retrieval system, it is not uncommon for queries issued in a session to be closely related to one another. This is because the user is looking for documents pertaining to a certain topic, as is discussed in [4].  As the user retrieves information and has new (presumably related) queries, the queries she issues may vary in their similarity to the profile that was built for her.  It is possible that the user may issue queries that are unfairly deemed as off-topic due to this drift in focus.  Here, we compare the current query of a user to her previously issued queries, and consequently reevaluate the current query adjusting our systems assessment, if necessary.  The manner in which the warning may be adjusted depends on the cost associated with false positives and false negatives in the context in which the off-topic search evaluation is being conducted. 

Our approach of using query sequences can be applied to any content-based detection scheme, e.g. relevance feedback [3], clustering query results [2]. For brevity, we only present results using query clustering. 
2. Improving Off-Topic Search Detection Via Query Sequences

In off-topic search detection, our goal is to capture the essence of what the user is searching for to determine if their search is in fact on topic, even as the user’s focus may drift somewhat from the original query.

To address this problem, we have taken a query windowed approach. For each query, we compare it to previous k queries. For a user’s session, a window of the w last queries is maintained.  In this window, for each of the w queries, a pane of t terms is maintained.  The value of  t  is the top tf-idf terms from each document that appear in the two best clusters for a query.   For each pane, the overlap of the query in question and the current pane is computed. The score, or SC, is given below: 
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For each similarity score that is computed, it is then compared to a threshold, which is the minimum amount of overlap that must occur for reevaluating the level of off-topic search.

2.1  Warning Reevaluation

We now discuss how a query’s warning is to be reevaluated.  The algorithm has three phases:  computation of similarity, comparing warnings, and voting.  These phases are discussed below.

Phase 1:  Computation of Similarity

For each previous query in the window, the similarity with the current query is computed.  Based on the equation given above, the similarity, or SC, is computed.  If this similarity is over the 20% threshold, the previous query is a candidate to give input, or a vote, for warning modification.

Phase 2:  Compare Warnings

For each candidate query, the algorithm then compares the warning of the candidate query to that of the current query.  If there is substantial difference, the algorithm may consider this as evidence for warning modification.  Below are three different warning modification schemes:

Raising only -  If the current query has a low warning assigned to it, and the candidate queries have high warnings, our algorithm raises the current query’s warning 

Lowering only – If the current query has a high warning assigned to it, and the candidate queries have low warnings, the algorithm lowers the current query’s warning

Raising and Lowering – This is a hybrid approach combining both raising only and lowering only method. However, due to poor performance and space restrictions, further discussion is omitted.

Phase 3:  Voting

The algorithm ultimately modifies the warning based on the voting schemes.  Each candidate query provides a vote.  The voting schemes are as follows:

No Voting – if at least one vote indicates the level should be modified, then the algorithm modifies the warning

Voting – if the majority of votes are in favor of warning modification, then the algorithm modifies the warning

Weighted voting – the same as voting, except votes are weighted according to the candidate’s similarity to the current query

2.2 Window Size

Since the query streams were relatively small, we kept a very small window size of three. Two queries to vote and the third query being the one evaluated. 

3. Data Set Generations and Evaluation

To date, there is no benchmark data set for off topic search evaluation, thus, in earlier work we created one [3], and used it in this work. Building the user profile (or “user model”) is an active research topic in past recent years in different research communities. Commonly, the profile is bag-of-words, mostly weighted, or it consists of pre-defined ontologies. The profiles may be modified over time by either a system administrator, automatically, or a hybrid-approach that combines the two.  We build profile with query terms and terms from the retrieved documents. We also incorporate the terms defining the task description (interest) of a user. To properly test our query windowed approach, it was necessary to create streams of queries that were very closely related.  We create query streams by selecting 5 queries from the original queries in [2], and expanding on them.  Misuse levels were established in the same way as in [2].  By comparing our systems results to that of our human evaluators, we can identify the number of true positives TP which are the number of off topic queries that the system correctly identified as off-topic, false negatives FN, which is the number of off topic search queries which were not identified as such, false positive FP which is the number of queries the system wrongly identified as off topic, and true negative TN which is the number of queries which were on topic which system correctly identified.  We use precision and recall as defined:
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4. Results and Analysis

4.1 Improvements in Precision and Recall

We now discuss the results of our query windowed approach for each variation presented in Section 2. With lowering only no voting we achieved our biggest increase in precision. While we had a precision of 76.53% with single query baseline, after applying our windowed approach with lowering only no voting the precision improved to 78.88%, or a 2.35% increase. By using raising only with weighted voting, we achieved a recall of 83.30%, which was a 6.04% gain over our single query approach.

4.2 Evaluating Approach using Cost Matrices

Precision and recall alone do not take into account the cost associated with false positives and false negatives.  We created two cost matrices: 1) where false positives are most costly, and 2) where false negatives are most costly. Our best performing system with harsher FN penalty results in a 8.7% improvement, while harsher FP penalty results in 9.1% improvement. As mentioned earlier, we ran 4 additional orderings of the query streams. All but two of our results were over 90% certain to be statistically significant, and the other two were over 80%.
5. Conclusion

Our goal was to demonstrate that via a query windowed approach, the system is capable of a more accurate assessment of off-topic search, especially when considering cost associated to false positives or false negatives.  We were able to achieve a statistically significant 9% increase in system performance for both higher cost to FP and higher cost to FN.  In our future work, we plan on creating longer query streams to evaluate the effects of window size on the proposed level adjusting schemes.  In addition, we plan on trying schemes that may raise or lower the warning by more than one level depending on query similarity and score.
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